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Abstract

The Rashba spin-orbit coupling (SOC) and Dresselhaus SOC, arising from spatial inversion
asymmetry, have drawn significant attention due to their role in spin-momentum locking and
their potential applications in advancing gate-tunable spintronic devices. This dissertation
develops a comprehensive theoretical framework for spin transport phenomena in systems where
two-dimensional electron gases (2DEGs) with these SOCs are interfaced with ferromagnetic
insulators (FIs).

First, we develop a theory for spin pumping (SP) from an FI to a 2DEG. Spin pumping,
induced by ferromagnetic resonance (FMR) in the FI under microwave irradiation, enhances
the linewidths of the FMR absorption spectrum, associated with an increase in the Gilbert
damping. We calculate this enhancement with the vertex corrections and reveal that it exhibits
prominent peaks at both low and high FMR frequencies. Notably, when the Rashba and
Dresselhaus SOCs are of equal strength, the width of the low-frequency peak vanishes, reflecting
the spin conservation law in the 2DEG. Furthermore, the theory elucidates the behavior of FMR
resonance frequency shifts induced by SP.

Next, we investigate the inverse Rashba-Edelstein effect (IREE), wherein spins injected
from the FI into the 2DEG via SP are converted into a charge current. We analyze the spin
density and charge current density induced by the IREE with respect to their dependence on the
FMR resonance frequency, the orientation of localized FI spins, and the ratio of the Rashba to
Dresselhaus SOC strengths. These dependencies are shown to originate from spin splitting and
spin textures of the 2DEG Fermi surface caused by the SOCs. This analysis not only reveals the
physical mechanisms underlying the IREE but also provides insights for the design of spintronic
devices with various tunable functionalities.

Finally, we theoretically explore the Rashba-Edelstein magnetoresistance (REMR), which
describes the change in electrical resistance of the 2DEG depending on the orientation of
localized spins in the FI under the application of a DC charge current. Our results show that the
REMR is highly sensitive to the state of the FI-2DEG interface: Its sign reverses between dirty
and clean interface conditions. This reversal is attributed to differing dominant mechanisms―
static processes, such as transverse magnetic field effects, dominate in dirty interfaces, while
dynamical processes, such as magnon absorption and emission, dominate in clean interfaces.

While traditional theoretical studies in spintronics have predominantly relied on phenomeno-
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logical approaches, such as the Landau-Lifshitz-Gilbert (LLG) equation and spin-mixing con-
ductance, this dissertation consistently employs a microscopic Hamiltonian-based framework.
This approach provides a robust theoretical foundation for spintronics and offers guidelines for
the development of semiconductor spintronic devices with versatile functionalities.
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Chapter 1

Introduction

This chapter outlines the background of this dissertation. Section 1.1 introduces the back-
ground of spintronics, followed by Sec.1.2, which addresses the extension of spintronics to
two-dimensional electron gases (2DEGs). Section 1.3 presents the research purposes of this
dissertation, and finally, Sec.1.4 describes the structure of this dissertation.

1.1 Spintronics

Electrons possess two degrees of freedom: charge and spin. While in semiconductors such
as transistors and diodes, the technology to control the flow of electric charges carried by
electrons to extract various functions is called electronics, the field of electronics that also
utilizes the properties of spin is called spintronics. An early example of the spintronic device
that used spin degrees of freedom is the application of anisotropic magnetoresistance (AMR) in
the read heads of hard disk drives (HDDs) [1]. Progress in microfabrication methods, such as
molecular beam epitaxy (MBE) during the mid-1980s, enabled the fabrication of multilayers with
nanometer-scale thickness [2]. This progress led to the discovery of giant magnetoresistance
(GMR) in magnetic multilayers, marking the beginning of spintronics, a new field focusing
on the microscopic utilization of spin degrees of freedom [3–5]. Subsequently, tunneling
magnetoresistance (TMR) was observed at room temperature by replacing the nonmagnetic metal
spacer in GMR structures with an insulating barrier, finally achieving a magnetoresistance of
200% [6–9]. TMR has also been applied to magnetoresistive random-access memory (MRAM),
offering advantages such as non-volatility, low power consumption, and instantaneous startup,
inspiring active research in this field.

In development of MRAM, control of a torque for reversing magnetization in ferromagnets
is one of the key ingredients. One way to generate a torque on magnetization is to utilize spin
transfer torque (STT), due to a spin current (a flow of spin angular momentum) induced by
charge current in a ferromagnetic metal. However, reversal of magnetization by STT requires
high energy consumption. To address this issue, research has focused on another method called
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2 CHAPTER 1. INTRODUCTION

spin-orbit torque (SOT), which utilizes spin-orbit interactions in a heavy metal. For example,
by applying a charge current to a metal with strong spin-orbit interactions, a spin current is
generated in the direction perpendicular to the charge current, resulting in spin accumulation at
surfaces or interfaces. This phenomenon, which is called spin Hall effect (SHE), can be used to
reverse magnetization of an adjacent ferromagnet without passing a charge current directly into
the magnetic layer [1, 10–12].

To further advance spintronic devices, it is not enough to rely solely on the equilibrium spin
polarization of ferromagnetic materials. It is also necessary to generate, control, and detect
non-equilibrium spins [13, 14]. A representative method of spin current generation involves
charge-to-spin conversion driven by spin-orbit interaction such as SHE. As for spin-to-charge
conversion, the inverse spin Hall effect (ISHE) [15, 16] is utilized to electrically detect spin
polarization. Moreover, optical methods such as the magneto-optical Kerr effect and Faraday
rotation are commonly applied to detect spin accumulation [14]. Spin pumping (SP) [17–20], a
method of injecting spins into adjacent materials by microwave irradiation of a ferromagnet, is
also employed widely for spin injection into adjacent materials.

1.2 Two-Dimensional Electron Gas (2DEG)

Spintronics combined with semiconductor technology has been an attracting choice for realizing
integrated devices of various functionalities [14, 21]. A notable example is the field-effect spin
transistor (Spin-FET), proposed by Datta and Das in 1990 [22]. The Spin-FET allows for
efficient spin manipulation by utilizing gate voltages instead of external magnetic fields. It
is expected to facilitate integration with existing semiconductor-based electronic devices [21].
Since the interfacial electronic states govern these spin-dependent transport phenomena in these
devices, two-dimensional electron gas (2DEG) plays an essential role.

As illustrated in Fig. 1.1, the Spin-FET consists of a 2DEG with the Rashba SOC, sandwiched
between two ferromagnetic electrodes [13]. When electrons with spins aligned in the direction
indicated by the black arrow are injected into the 2DEG from the source electrode on the
left, these spins experience an effective magnetic field 𝛀 generated by the Rashba SOC. This
interaction causes the spins to precess around 𝛀. The precession angle is determined by the
strength of the effective magnetic field, which can be tuned by a gate electrode perpendicular to
the plane. As a result, the spin precession angle can be precisely controlled via the gate voltage.
At the drain electrode, which is the ferromagnetic electrode on the right, only electrons with
spins aligned to the drain’s spin orientation contribute to the charge current, while electrons
with opposite spin orientations are blocked, resulting in no charge current flow. Therefore,
the Spin-FET operates as a spintronic switching device, in which the charge current flow is
modulated by adjusting the voltage applied to the gate electrode. The Rashba SOC is central
to this switching mechanism. The ability of the Rashba SOC to generate an effective magnetic
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Figure 1.1: Schematic illustration of the field-effect spin transistor (Spin-FET) proposed by
Datta and Das. The 2DEG with the Rashba SOC, shown in yellow, is sandwiched between two
ferromagnetic electrodes depicted in red. The black arrow indicates the spin direction. The
strength of the Rashba SOC can be tuned via the gate electrode. Adapted from Ref. [13].

field, induce spin splitting in the energy bands, and allow tunability via the gate electrode are
indispensable properties for the realization of spintronic devices.

For 2DEGs, various spin-related phenomena can be induced by the Rashba spin-orbit cou-
pling (Rashba SOC), observed in systems with broken structural inversion symmetry [23, 24].
Since the Rashba SOC is an interface effect, its impact is more significant in 2DEGs formed
in systems such as semiconductor heterostructures or LAO/STO interfaces, compared to three-
dimensional systems [25]. Furthermore, the Rashba SOC in 2DEGs exhibits high tunability via
gate voltage [26], enabling precise control over the effective magnetic field it generates and facil-
itating localized manipulation of electron spins. The spin-FET features a structure with a 2DEG
possessing Rashba SOC, controlling the precession rate of spins by tuning the Rashba SOC
strength through gate voltage [22]. The Rashba SOC in 2DEG also leads to spin-momentum
locking, enabling the generation of non-equilibrium spin accumulation via the Rashba-Edelstein
effect (REE) [27–32]. This efficient charge-to-spin conversion is expected to be used in next-
generation spintronics devices, such as SOT-MRAM [25]. Its inverse phenomenon, called the
inverse Rashba-Edelstein effect (IREE) [33–38], is utilized for detection of a spin current. The
Rashba SOC-based electron spin resonance (ESR), which does not require an external magnetic
field, also shows potential for quantum information technologies [14, 39, 40]. Additionally,
devices such as Aharonov-Casher (AC) spin interferometers and Stern-Gerlach spin filters have
been designed based on the Rashba SOC [14,39, 40].

In zinc-blende III-V and II-IV semiconductors, in addition to the Rashba SOC, Dresselhaus
spin-orbit coupling (Dresselhaus SOC) [41] arises from broken bulk inversion symmetry. While
both SOCs induce spin-momentum locking, they generate distinct spin textures [42]. In systems
where the Rashba and Dresselhaus SOCs coexist, diverse spin textures can be achieved by tuning
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the SOC ratio through gate voltage [14, 26]. Notably, when the strengths of the Rashba and
Dresselhaus SOCs are equal, a persistent spin helix (PSH) state emerges [43–47], leading to
prolonged electron spin lifetimes. Research on the PSH state is actively progressing, with a
focus on its potential for device applications in long-distance spin transport [14, 40].

1.3 Purpose of the Dissertation

As described in previous sections, 2DEGs with the Rashba and Dresselhaus SOCs are attracting
significant attention in spintronics due to features such as gate-tunable charge-spin intercon-
version and localized spin manipulation [14, 25, 39, 40]. In this dissertation, spin transport in
junction systems comprising a ferromagnetic insulator (FI) and 2DEG with the Rashba and
Dresselhaus SOCs is discussed theoretically. Specifically, the focus is placed on three research
subjects, which are briefly summarized as follows [48–50] (for a detail, see Sec. 2.6).

First, a theoretical framework is developed for spin pumping (SP) induced by ferromagnetic
resonance (FMR) when the FI is exposed to microwave irradiation [48]. SP transfers spins from
the FI into the 2DEG, resulting in an enhancement of the Gilbert damping in the localized spins
of the FI. This enhancement reflects the properties of the 2DEG as the adjacent material, making
spin pumping a probe for exploring the 2DEG’s characteristics. By analyzing the behavior of
the enhanced Gilbert damping, we elucidate the properties of the 2DEG with coexisting the
Rashba and Dresselhaus SOCs. When these SOCs have equal magnitudes, the spin of 2DEG
electrons is conserved. In this case, it is demonstrated that the enhancement of the Gilbert
damping exhibits qualitatively different behaviors depending on whether the vertex corrections
for impurity scattering are included.

Next, a theoretical framework is established for the spin-charge conversion phenomenon, in
which spins injected from the FI into the 2DEG via SP are converted into a charge current in the
2DEG through the inverse Rashba-Edelstein effect (IREE) [49]. Using the Boltzmann equation,
we derive analytical expressions for the spin density and charge current density induced by the
IREE in the 2DEG. Their dependence on the orientation of the localized spins in the FI, the
resonance frequency of the FMR, and the ratio of the two SOCs is clarified. We elucidate
the physical mechanism underlying the IREE and discuss its relationship with experimental
observations. Additionally, results obtained by computing the collision term for impurity
scattering of 2DEG electrons using Fermi’s golden rule are compared with those obtained
using the relaxation-time approximation [51, 52]. It is revealed that these two approaches yield
qualitatively different behaviors when the magnitudes of the Rashba and Dresselhaus SOCs are
equal.

Finally, a theoretical framework is developed for the Rashba-Edelstein magnetoresistance
(REMR), in which the electrical resistance of the 2DEG depends on the orientation of the
localized spins in the FI under the application of a DC charge current [50]. Using the Boltzmann
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equation, we analyze the modulation of spin density and charge current density in the 2DEG
induced by the REMR, focusing on their dependence on the orientation of the FI’s localized spins
and the ratio of the two SOCs. Two types of interfaces are considered for the FI-2DEG interface:
the dirty interface, in which the in-plane momentum of 2DEG electrons is not conserved, and
the clean interface, in which it is conserved. The behavior of the REMR in each case is clarified,
revealing that the sign of the REMR reverses between these scenarios. The underlying physical
mechanisms responsible for this sign reversal are identified, and comparisons are made with
prior experimental studies on the REMR.

In spintronics, the generation, control, and detection of spins are fundamental processes [13,
14]. In this dissertation, we develop theoretical frameworks for spin generation in the contexts
of SP and the IREE, as well as spin detection in the REMR. A central focus of this dissertation
is establishing a comprehensive theory for the generation and detection of spins in a 2DEG with
the Rashba and Dresselhaus SOCs.

1.4 Structure of the Dissertation

This dissertation is structured as follows. Chapter 2 reviews prior studies and, building on this
foundation, outlines the motivation and objectives of this dissertation. Chapter 3 introduces a
microscopic Hamiltonian to describe the FI-2DEG junction system, which forms the basis for
the analyses in Chap. 4, 5, and 6. In Chap. 4, the theory of spin pumping (SP) is developed,
clarifying the enhancement of the Gilbert damping of localized spins in the FI induced by
SP [48]. Chapter 5 constructs the theoretical framework of the inverse Rashba-Edelstein effect
(IREE) arising from spin injection from the FI into the 2DEG via SP [49]. Chapter 6 develops
the theory of the Rashba-Edelstein magnetoresistance (REMR) and examines the spin density
and charge current density induced in the 2DEG by the REMR under both dirty and clean
FI-2DEG interface conditions [50]. Finally, Chap. 7 provides a summary of this dissertation
and future challenges.





Chapter 2

Review

The precise control of electron spin is essential for the development of spintronics devices.
While electron spin can be manipulated by external magnetic fields due to its magnetic moment
in principle, its implementation is considered challenging in practice. An alternative approach to
controlling spin involves the use of spin-orbit interaction. The spin-orbit interaction, a relativistic
effect, enables the conversion of electric fields into effective magnetic fields felt by the electron
spin. In solid-state systems, the spin-orbit interaction is significantly stronger than in vacuum,
allowing for precise electrical control of spin by using the spin-orbit interaction without applying
an external magnetic field. From this perspective, the field-effect spin transistor (Spin-FET) has
been proposed as a spintronics device [22]. In Spin-FETs, spin is controlled by a gate electrode
rather than an external magnetic field, using the Rashba spin-orbit coupling (SOC) [23, 24, 42],
a type of spin-orbit interaction. The Rashba SOC arises from the breaking of structure inversion
symmetry in surface systems and junction interfaces, while the Dresselhaus SOC [41,42], found
in III-V or II-IV semiconductors with zinc-blende crystal structures, results from the breaking
of crystal inversion symmetry.

This chapter will review the origins of these SOCs and examine previous studies on phenom-
ena such as charge-spin conversion and magnetoresistance effects resulting from these SOCs.
Additionally, the chapter will provide an overview of spin pumping, a method of injecting
spin into various materials, including those containing 2DEGs. Finally, the purpose of this
dissertation will be stated in a detail.

2.1 Spin-Orbit Coupling (SOC)

2.1.1 Rashba spin-orbit coupling

Rashba SOC appears in systems with inversion asymmetry and leads to spin splitting. This type
of SOC is reviewed following Ref. [53]. The appearance of such spin splitting is intuitively
explained as follows. If a crystal has spatial inversion symmetry, the energy eigenvalues of

7
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(a) (b) (c)

Figure 2.1: (a) Schematic diagram of a surface system. Electrons in the surface system, moving
with momentum 𝒑, experience an effective Zeeman field ∇𝑉 × 𝒑 due to the atomic spin-orbit
interaction. As a result, the electron energy bands undergo spin splitting. (b) Spin splitting
of the conduction electron energy bands due to the Rashba SOC. Adapted from Ref. [48]. (c)
Electric field perpendicular to the surface. Near the surface atoms, a strong nuclear potential
results in a large out-of-plane electric field 𝐸𝑧.

electrons satisfy 𝐸 (𝒌, ↑) = 𝐸 (−𝒌, ↑), where 𝒌 and ↑ (↓) are the wavevector and up-spin (down-
spin) state of electrons, respectively. Combining this relation with time-reversal symmetry
represented by 𝐸 (𝒌, ↑) = 𝐸 (−𝒌, ↓), different spin states becomes degenerate (𝐸 (𝒌, ↑) = 𝐸 (𝒌, ↓
)), leading to no spin splitting. This indicates that spatial inversion asymmetry is required to
realize spin splitting in electron bands.

The origin of Rashba SOC lies in the atomic spin-orbit interaction. The Hamiltonian of
electrons in a crystal, considering the atomic spin-orbit interaction, can be expressed as follows:

𝐻 = − ℏ2

2𝑚
Δ +𝑉0(𝒓) +

ℏ

4𝑚2𝑐2 �̂� · (∇𝑉 × 𝒑). (2.1)

Here, 𝑚 represents the electron mass, 𝑉0(𝒓) denotes the periodic potential of the crystal, 𝑐 is
the speed of light, and �̂� stands for the Pauli matrices. Now, consider a situation in which
electrons in a 2DEG on the 𝑥-𝑦 plane surface move with momentum 𝒑, as shown in Fig. 2.1(a).
These electrons experience an electric field in the 𝑧-direction perpendicular to the surface,
∇𝑉 = (0, 0, 𝐸𝑧), which results in ∇𝑉 × 𝒑 pointing in the in-plane direction. Focusing on the
spin-orbit interaction term, the second term in Eq. (2.1), we can interpret that the electrons
experience an effective Zeeman field ∇𝑉 × 𝒑. Consequently, the Rashba effect arises, leading
to spin splitting of the electron energy bands as

𝐸 (𝑘) = ℏ2𝑘2

2𝑚∗ ± 𝛼𝑘, (2.2)

where 𝑚∗ is the effective mass of the electron, 𝛼 denotes the magnitude of the Rashba SOC, and
𝑘 ≡ |𝒌 |. The resultant spin-splitting energy band is shown in Fig. 2.1(b).

From a microscopic viewpoint, the Rashba SOC originates from an out-of-plane electric
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Figure 2.2: Energy bands of materials belonging to point groups Td or Oh, considering the
atomic spin-orbit interaction.

field at an interface. As shown in Fig. 2.1(c), this interfacial electric field reaches large values
near the nuclei of the surface atoms. The magnitude of 𝛼 can be evaluated using this out-of-plane
electric field 𝐸𝑧 as follows [54, 55]:

𝛼 ∝
∫

𝑑𝑧 𝐸𝑧 |𝜓 |2. (2.3)

Here, 𝜓 represents the wave function of the surface band. This wave function oscillates intensely
near the surface due to the influence of the strong nuclear potential from the atoms, resulting in
a larger amplitude. Thus, heavier elements with stronger atomic spin-orbit interactions tend to
have larger Rashba SOC magnitudes, leading to greater spin-splitting in the energy bands. For
instance, bismuth (Bi), which is the heaviest atom among non-radioactive elements, is known
to exhibit significant Rashba SOC [56]. Particularly, on the Bi/Ag(111) adsorption surface, a
remarkably large Rashba SOC with 𝛼 = 3.05 eVÅ―even greater than that of Bi surfaces―has
been observed via angle-resolved photoemission spectroscopy (ARPES) [57].

2.1.2 SOC in semiconductors

The Rashba and Dresselhaus SOCs in semiconductors are next reviewed following Ref. [42].
The Hamiltonian for the Rashba SOC is derived as follows. The energy bands for materials
belonging to the point groups Oh (diamond structure) or Td (zinc blende structure) are shown in
Figure 2.2. Due to the atomic spin-orbit interaction, the 𝑝-orbital bands in the valence band split
into the heavy hole and light hole bands (Γ8v) and the spin-split off band (Γ7v). By using the
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Figure 2.3: Central panel: Quantum well (QW) with an applied external electric field and wave
function of conduction electrons, 𝜓𝑐. Top (bottom) panel: Position dependence of the effective
electric field along the out-of-plane axis for the conduction band (valence band) in the QW.

wavefunctions of Γ8v, Γ7v, and the 𝑠-orbital conduction band (Γ6c) as the basis states, denoted
by 𝜓8v, 𝜓7v, 𝜓c, the matrix elements of the Hamiltonian in Eq. (2.1) within the framework of
the extended Kane model are calculated. This leads to the following eigenvalue equation for the
wavefunction of the conduction electrons:{𝑃2

3

[ 2
𝐸0

+ 1
𝐸0 + Δ0

]
𝑘2 +𝑉𝑐 −

𝑃2

3

[ 1
𝐸0

− 1
𝐸0 + Δ0

] 𝑒
ℏ
�̂� · 𝑩

+ 𝑒𝑃
2

3

[ 1
𝐸2

0
− 1

(𝐸0 + Δ0)2

]
�̂� · 𝒌 × E𝑣 −

𝑒𝑃2

6

[ 2
𝐸2

0
+ 1
(𝐸0 + Δ0)2

]
∇ · E𝑣

− 𝑃2

3

[ 2
𝐸2

0
+ 1
(𝐸0 + Δ0)2

]
{𝑉𝑐 −𝑉𝑣, 𝑘2} + 𝑃

2

3

[ 1
𝐸2

0
− 1

(𝐸0 + Δ0)2

] 𝑒
ℏ
(𝑉𝑐 −𝑉𝑣)�̂� · 𝑩

}
�̃�𝑐 = �̃��̃�𝑐 .

(2.4)

Here, �̃�𝑐 represents the conduction electron wavefunction incorporating the effects of the valence
band and is defined as follows:

�̃�𝑐 =
[
1 + 𝑃

2

12

(2𝑘2 − (𝑒/ℏ)�̂� · 𝑩
𝐸0

+ 𝑘
2 + (𝑒/ℏ)�̂� · 𝑩
𝐸0 + Δ0

)]
𝜓𝑐 . (2.5)
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Here, 𝒌 = (𝑘𝑥 , 𝑘𝑦, 𝑘𝑧) is an electron wavenumber, �̂� is the Pauli matrix, 𝐸0 and Δ0 represent
the energy splitting widths shown in Fig. 2.2, and 𝑃 is defined as 𝑃 = ℏ

𝑚 ⟨𝑆 |𝑝𝑥 |𝑋⟩, where |𝑆⟩
and |𝑋⟩ are the eigenstates of the 𝑠-orbital of Γ6c and the 𝑝𝑥-orbital of Γ8v, Γ7v, respectively.
Additionally, 𝑩 denotes the Zeeman magnetic field, 𝑉𝑐 (𝑉𝑣) is the effective potential for the
conduction (valence) band, and E𝑐 = ∇𝑉𝑐/𝑒 (E𝑣 = ∇𝑉𝑣/𝑒) represents the effective electric field
in the conduction (valence) band. The potentials 𝑉𝑐 and 𝑉𝑣 are defined as follows:

𝑉𝑐 (𝒓) = 𝑉 (𝒓) + 𝐸𝑐 (𝒓) − ⟨𝐸𝑐⟩, 𝑉𝑣 (𝒓) = 𝑉 (𝒓) + 𝐸𝑣 (𝒓) − ⟨𝐸𝑣⟩. (2.6)

Here, 𝑉 (𝒓) represents the external potential or the built-in potential at junction interfaces.
Additionally, 𝐸𝑐 (𝒓) (𝐸𝑣 (𝒓)) denotes the band-edge energy of the conduction (valence) band,
with ⟨𝐸𝑐⟩ (⟨𝐸𝑣⟩) being its spatial average. The first term in the second line of Eq. (2.4),

𝑒𝑃2

3

[ 1
𝐸2

0
− 1

(𝐸0 + Δ0)2

]
�̂� · 𝒌 × E𝑣, (2.7)

represents the Rashba SOC term. Using the spatial average of E𝑣, we obtain the Hamiltonian
for the Rashba SOC in the following form:

𝐻𝑅 = 𝛼(𝑘𝑦�̂�𝑥 − 𝑘𝑥�̂�𝑦). (2.8)

This Rashba SOC leads to spin splitting of the Fermi surface of conduction electrons, as already
shown in Fig. 2.1(b).

The difference between the effective electric fields of the conduction and valence bands, E𝑐
and E𝑣, is examined in the quantum well (QW) along the 𝑧-direction in the central panel of
Fig. 2.3. An external electric field Eext

𝑧 = 𝜕𝑧𝑉/𝑒 is applied to this QW, and the effective electric
field for the conduction band can be expressed as follows:

E𝑐𝑧 = 𝜕𝑧 (𝑉 + 𝐸𝑐 (𝑧))/𝑒 = Eext
𝑧 + 𝜕𝑧𝐸𝑐 (𝑧)/𝑒. (2.9)

The spatial dependence of this E𝑐𝑧 is shown in the top panel of Fig. 2.3. In a 2DEG on the
𝑥-𝑦 plane, the average value of the conduction electron’s momentum in the 𝑧-direction is zero.
Therefore, by Ehrenfest’s theorem, the expectation value of E𝑐𝑧 also becomes zero:

⟨E𝑐𝑧 ⟩𝑐 = 0. (2.10)

Here, ⟨· · · ⟩𝑐 denotes the quantum mechanical expectation value taken using the conduction
electron wavefunction shown in the central panel of Fig 2.3. Next, the effective electric field for
the valence band is given by

E𝑣𝑧 = 𝜕𝑧 (𝑉 + 𝐸𝑣 (𝑧))/𝑒 = Eext
𝑧 + 𝜕𝑧𝐸𝑣 (𝑧)/𝑒. (2.11)
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The spatial dependence of this effective potential is shown in the bottom panel of Fig. 2.3. It
is evident that this effective potential has the opposite sign to E𝑐𝑧 in the top panel of Fig. 2.3,
and from Eq. (2.10), it can be concluded that the expectation value of E𝑣𝑧 with respect to the
conduction electron wavefunction is not zero.

⟨E𝑣𝑧 ⟩𝑐 ≠ 0. (2.12)

The specific expression for ⟨E𝑣𝑧 ⟩𝑐 can be determined as follows. First, from Eqs. (2.9) and (2.10),
the following equation is obtained:

−⟨𝜕𝑧𝐸𝑐 (𝑧)/𝑒⟩ = ⟨Eext
𝑧 ⟩. (2.13)

Then, by denoting the band offsets of the conduction and valence bands asΣ𝑐 andΣ𝑣, respectively,
and using Eq. (2.13), we obtain the following equation:

⟨𝜕𝑧𝐸𝑣 (𝑧)/𝑒⟩ = −Σ𝑣
Σ𝑐

⟨𝜕𝑧𝐸𝑐 (𝑧)/𝑒⟩ =
Σ𝑣
Σ𝑐

⟨Eext
𝑧 ⟩. (2.14)

Using this, we can calculate the expectation value of Eq. (2.9) as follows:

⟨E𝑐𝑧 ⟩ = ⟨Eext
𝑧 ⟩ + ⟨𝜕𝑧𝐸𝑐 (𝑧)/𝑒⟩ =

Σ𝑐 + Σ𝑣
Σ𝑐

⟨Eext
𝑧 ⟩. (2.15)

From this equation and Eq. (2.7), it can be seen that the magnitude of the Rashba SOC is
proportional to the external electric field.

As described above, the Rashba SOC appears in materials with structure inversion asymme-
try, such as Si and Ge with point group Oh, and GaAs and InAs with point group Td. On the
other hand, since Td also has bulk inversion asymmetry, the Dresselhaus SOC, originating from
this asymmetry, also emerges. In deriving the Dresselhaus SOC, not only the wavefunctions
𝜓8v, 𝜓7v, 𝜓c for Γ8v, Γ7v, and Γ6c shown in Fig. 2.2 are used, but also the wavefunctions 𝜓8c and
𝜓7c for Γ8c and Γ7c are included in the basis states. By using these wavefunctions, the matrix
elements of Eq. (2.1) are calculated up to the third order in 𝒌, and the matrix elements of the
𝑠-orbital conduction electron band Γ6c can be expressed as follows:

𝐻D = 𝑏6c({𝑘𝑥 , 𝑘2
𝑦 − 𝑘2

𝑧 }�̂�𝑥 + {𝑘𝑦, 𝑘2
𝑧 − 𝑘2

𝑥 }�̂�𝑦 + {𝑘𝑧, 𝑘2
𝑥 − 𝑘2

𝑦}�̂�𝑧), (2.16)

𝑏6c = −4𝑖
3
𝑃𝑃′𝑄

[ 1
(𝐸0 + Δ0) (𝐸0 − 𝐸′

0 − Δ′
0)

− 1
𝐸0(𝐸0 − 𝐸′

0)
]
. (2.17)

Here, 𝐸′
0 and Δ′

0 represent the energy splitting widths shown in Fig. 2.2, and {𝐴, 𝐵} ≡ (𝐴𝐵 +
𝐵𝐴)/2. Let |𝑋′⟩ (|𝑍′⟩) denote the eigenstate of the 𝑝𝑥 (𝑝𝑧) orbital of Γ8c and Γ7c with 𝑃′ =
ℏ
𝑚 ⟨𝑆 |𝑝𝑥 |𝑋′⟩ and 𝑄 = ℏ

𝑚 ⟨𝑋 |𝑝𝑦 |𝑍′⟩. For materials with point group 𝑂h, parity conservation
results in 𝑃′ = 0, hence the Dresselhaus SOC does not appear. Equation (2.16) is referred to as
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(a) (b) (c) (d)

Figure 2.4: Spin texture on the spin-split Fermi surface: (a) 𝛼/𝛽 = 0, (b) 𝛼/𝛽 = 1, (c) 𝛼/𝛽 = 3,
and (d) 𝛼/𝛽 = ∞. Here, 𝛼 and 𝛽 represent the magnitudes of the Rashba and Dresselhaus SOCs,
respectively. Purple arrows represent the spins of 2DEG. Adapted from Ref. [49].

the Dresselhaus term or the 𝑘3 term. After the spatial average with respect to the wavefunction
in the 𝑧 direction, the Hamiltonian for the Dresselhaus SOC is obtained as follows:

𝐻D = 𝛽(𝑘𝑥�̂�𝑥 − 𝑘𝑦�̂�𝑦), (2.18)

where 𝛽 represents the magnitude of the Dresselhaus SOC. The effective magnetic field of the
Dresselhaus SOC and the resulting spin texture of the Fermi surface depend on the crystal growth
direction. Figure 2.4(a) illustrates the case when the crystal growth axis is [001], in which the
𝑧-component of the electron spin is zero. In contrast, when the crystal growth axis is [110], the
𝑥 and 𝑦 components of the electron spin are zero, and only the 𝑧 component has a finite value.

2.1.3 Coexistence of Rashba and Dresselhaus SOCs

In heterostructures such as AlGaAs/GaAs, which exhibit both structure inversion asymmetry and
bulk inversion asymmetry, the Rashba SOC and the Dresselhaus SOC coexist. If the Dresselhaus
SOC dominates the Rashba SOC, there occurs spin splitting of the Fermi surface of conduction
electrons, as shown in Fig. 2.4(a). On the other hand, by adjusting the gate voltage applied
perpendicular to the 2DEG, the magnitude of the Rashba SOC can be varied [26], allowing for
control over the ratio of these SOCs. This results in various spin textures, as Figs. 2.4(b) and
2.4(c) illustrate. Finally, if the Rashba SOC is much larger than the Dresselhaus SOC, there
occurs spin splitting shown in Fig. 2.4(d). Notably, when the ratio of the two SOCs is unity,
a persistent spin helix (PSH) state [43–47] emerges, and the spin quantization axis aligns in a
single direction as shown in Fig. 2.4(b), leading to an infinite spin lifetime. In addition to this
effect, the Aharonov-Casher (AC) effect in systems where the Rashba and Dresselhaus SOCs
coexist has also been investigated [58]. In this manner, research on the coexistence of these two
types of SOC has attracted significant attention in the field of semiconductor spintronics [14].

Research on systems in which the Rashba and Dresselhaus SOCs coexist has been actively
pursued, particularly focusing on the phenomenon of the PSH, which arises when the mag-
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Figure 2.5: (a) Experimental setup for observing the persistent spin helix (PSH). (b) Experimen-
tal results of the PSH. Here, 𝑑 represents the distance from the origin, and 𝜃K denotes the Kerr
rotation angle. (c) Theoretical results based on the spin drift-diffusion model corresponding
to the situation in (b). The inset illustrates the effective magnetic field when the Rashba and
Dresselhaus SOCs have equal magnitudes. Adapted from Ref. [59].

nitudes of these SOCs are equal. The experimental setup for observing PSH is illustrated in
Fig. 2.5(a) [59]. The sample consists of a two-dimensional electron system in a GaAs/AlGaAs
quantum well, grown along the (001) direction using molecular beam epitaxy, and is fabricated
with four ohmic contacts. Electron transport within the quantum well is controlled by applying
voltages 𝑉𝑥 and 𝑉𝑦 to the ohmic contacts, while the strength of the Rashba SOC is tunable via a
gate voltage 𝑉𝑔 applied perpendicular to the plane. To generate electron spins aligned along the
𝑧-direction at (𝑥, 𝑦) = (0, 0), circularly polarized pump light is employed. The spin density is
subsequently measured by detecting the magneto-optic Kerr rotation 𝜃K using linearly polarized
probe light, as the Kerr rotation angle is proportional to the spin density. When the Rashba and
Dresselhaus SOCs have equal magnitudes, the observed Kerr rotation data, shown in Fig. 2.5(b),
reveal alternating +𝑧 and−𝑧 spin orientations (depicted in red and blue, respectively) along the 𝑥-
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direction, while +𝑧-oriented spins dominate along the 𝑦-direction. Electrons propagating along
the 𝑥-direction undergo precession around the effective magnetic fields generated by the Rashba
and Dresselhaus SOCs. This precession gives rise to the observed stripe pattern of alternating
+𝑧 and −𝑧 spins, a hallmark of the PSH state. Notably, this spin precession is maintained over
long distances, reflecting the spin’s prolonged lifetime. The theoretical results derived from the
spin drift-diffusion model, under the condition of equal Rashba and Dresselhaus SOC strengths
(𝛼/𝛽 = 1), are shown in Fig. 2.5(c), and they reproduce the experimental behavior in Fig. 2.5(b)
with high fidelity.

The enhanced spin lifetimes observed under these conditions have significant implications for
the development of spintronics devices enabling long-distance spin transport. Thus, constructing
a theoretical framework for spin transport phenomena in systems in which the Rashba and
Dresselhaus SOCs coexist is considered a critical step toward advancing spintronics technologies.

2.2 Ferromagnetic Resonance (FMR)

In a ferromagnet under an external magnetic field, the magnetization within the ferromag-
net undergoes precession around the external magnetic field (the Larmor precession). When
microwaves are applied to this ferromagnet, the microwave absorption intensity increases signif-
icantly if the microwave frequency matches the Larmor precession frequency. This phenomenon
is known as ferromagnetic resonance (FMR) [60]. Section 2.2.1 reviews the theory of the FMR
using the Landau-Lifshitz-Gilbert (LLG) equation. In Sec. 2.2.2, the theory of the FMR in
ferromagnetic insulators (FIs) is introduced using the magnon Green’s function.

2.2.1 Landau-Lifshitz-Gilbert (LLG) equation

In this section, the FMR absorption spectrum is derived using the Landau-Lifshitz-Gilbert (LLG)
equation, which describes the magnetization dynamics in ferromagnets. When a static magnetic
field is applied to a ferromagnet, the motion of the localized spin 𝑺 follows the Heisenberg
equation given below:

𝑑𝑺

𝑑𝑡
= − 𝑖

ℏ
[𝑺, 𝐻Zeeman] . (2.19)

We denote the effective magnetic field as 𝑯eff , which is usually the sum of an external magnetic
field and an effective field induced from magnetic anisotropy. Then, the Hamiltonian 𝐻Zeeman

for describing dynamics of the magnetic moment 𝑴 = ℏ𝛾g𝑺 can be expressed as follows:

𝐻Zeeman = −𝑴 · 𝑯eff . (2.20)
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By substituting Eq. (2.20) into Eq. (2.19), using the gyromagnetic ratio 𝛾g, and applying the
commutation relation, 𝑺 × 𝑺 = 𝑖ℏ𝑺, we obtain the following equation:

𝑑𝑴

𝑑𝑡
= −𝛾g𝑴 × 𝑯eff . (2.21)

This equation represents the precessional motion of the magnetic moment 𝑴 around the effective
magnetic field 𝑯eff . In real materials, there are numerous magnetic moments and they tend to
relax into the direction of the magnetic field. This effect is known as the Gilbert damping [61].
When taking this damping into account, we describe the dynamics of the magnetization 𝑴 by
the following equation:

𝑑𝑴

𝑑𝑡
= −𝛾g𝑴 × 𝑯eff + 𝛼G

|𝑴 |𝑴 × 𝑑𝑴

𝑑𝑡
. (2.22)

This is called the Landau-Lifshitz-Gilbert (LLG) equation. The phenomenologically introduced
parameter 𝛼G is called the Gilbert damping constant.

Below, the effective magnetic field is set to 𝑯eff = (𝐻𝑥 , 𝐻𝑦, 𝐻𝑧) = (𝐻0𝑒
−𝑖𝜔𝑡 , 𝐻0𝑖𝑒

−𝑖𝜔𝑡 , 𝐻),
where 𝐻𝑥 and 𝐻𝑦 are the magnetic fields of circularly polarized microwave and 𝐻 (≫ 𝐻𝑥 , 𝐻𝑦) is
the static effective magnetic field. The magnetization 𝑴 undergoes precessional motion around
the 𝑧-axis, and the 𝑥 and 𝑦 components of Eq. (2.22) are expressed as follows [62]:(

𝑑
𝑑𝑡 𝛾g𝐻 + 𝛼G

𝑑
𝑑𝑡

−𝛾g𝐻 − 𝛼G
𝑑
𝑑𝑡

𝑑
𝑑𝑡

) (
𝑀𝑥

𝑀𝑦

)
= 𝛾g |𝑴 |

(
𝐻𝑦

−𝐻𝑥

)
. (2.23)

Here, assuming that the 𝑧-component of the magnetization is significantly larger than the 𝑥 and 𝑦
components, we set it to 𝑀𝑧 = |𝑴 |. The solution after a sufficient amount of time can be written
as (𝑀0𝑒

−𝑖𝜔𝑡 , 𝑀0𝑖𝑒
−𝑖𝜔𝑡). Substituting this into equation (2.23) yields the following solution:

𝑀0 = 𝜒𝐻0, 𝜒 =
−𝛾g |𝑴 |

𝜔 − 𝛾g𝐻 + 𝑖𝛼G𝜔
. (2.24)

The microwave absorption is proportional to the imaginary part of the above response function,
which represents energy dissipation:

Im 𝜒 =
𝛾g |𝑴 |𝛼G𝜔

(𝜔 − 𝛾g𝐻)2 + (𝛼G𝜔)2 . (2.25)

The frequency at which this absorption is maximized, 𝜔 = 𝜔0 = 𝛾g𝐻, corresponds to the
resonance frequency of the FMR, and the resonance linewidth is given by 𝛼G𝜔0. Thus, by
observing the FMR absorption spectrum, the magnitude of the Gilbert damping constant 𝛼G can
be experimentally determined by the linewidth of the spectrum.
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2.2.2 Green’s function

The LLG equation only treats dynamics of the average of the magnetization in a classical way. To
consider quantum effects such as magnon excitation, it is necessary to employ another theoretical
framework. In this section, the Green’s function is used to derive expressions for the absorption
rate in the FMR. Since electrons are localized in FIs, the FI is described by the Heisenberg
model using only spin operators as follows:

𝐻FI =
∑
⟨𝑖, 𝑗⟩

𝐽𝑖 𝑗𝑺𝑖 · 𝑺 𝑗 − ℏ𝛾gℎdc
∑
𝑖

𝑆𝑧𝑖 (2.26)

=
∑
⟨𝑖, 𝑗⟩

𝐽𝑖 𝑗

[
𝑆𝑥𝑖 𝑆

𝑥
𝑗 +

1
2
(𝑆+𝑖 𝑆−𝑗 + 𝑆−𝑖 𝑆+𝑗 )

]
− ℏ𝛾gℎdc

∑
𝑖

𝑆𝑧𝑖 . (2.27)

Here, 𝑺𝑖 = (𝑆𝑥𝑖 , 𝑆
𝑦
𝑖 , 𝑆

𝑧
𝑖 ) denotes the localized spin operator, 𝑆±𝑖 = 𝑆𝑥𝑖 ± 𝑖𝑆

𝑦
𝑖 represent the creation

and annihilation operators of the localized spin, and ⟨𝑖, 𝑗⟩ indicates the nearest-neighbor pair.
The coefficient 𝐽𝑖 𝑗 (< 0) is the ferromagnetic exchange interaction, 𝛾g(< 0) is the gyromagnetic
ratio, and ℎdc represents the static magnetic field. Assuming that the system is at a sufficiently low
temperature compared to the ferromagnetic transition temperature, we can express the localized
spin operators using the magnon creation and annihilation operators, 𝑏†𝑖 and 𝑏𝑖, as follows (the
Holstein-Primakoff transformation):

𝑆−𝑖 = 𝑏†𝑖 (2𝑆0 − 𝑏†𝑖 𝑏𝑖)
1/2, 𝑆+𝑖 = (2𝑆0 − 𝑏†𝑖 𝑏𝑖)

1/2𝑏𝑖, 𝑆
𝑧
𝑖 = 𝑆0 − 𝑏†𝑖 𝑏𝑖 . (2.28)

Furthermore, when the magnitude of the localized spin 𝑆0 is sufficiently large compared to unity,
the following approximated expression can be obtained:

𝑆−𝑖 ≃
√

2𝑆0𝑏
†
𝑖 , 𝑆

+
𝑖 ≃

√
2𝑆0𝑏𝑖, 𝑆

𝑧
𝑖 = 𝑆0 − 𝑏†𝑖 𝑏𝑖 . (2.29)

We introduce the Fourier transformation

𝑏𝑖 =
1

√
𝑁FI

∑
𝒌

𝑒𝑖𝒌·𝒓𝑖𝑏𝒌 , (2.30)

where 𝑁FI is the number of unit cells in the FI and 𝒓𝑖 is the position of the localized spin. Then,
the Hamiltonian can be rewritten as

𝐻FI =
∑
𝒌

ℏ𝜔𝒌𝑏
†
𝒌
𝑏𝒌 , (2.31)

where ℏ𝜔𝒌 = ℏ𝜔0
𝒌
+ ℏ𝛾gℎdc is the magnon dispersion. When considering the three-dimensional

simple cubic lattice with the nearest-neighbor exchange coupling 𝐽, ℏ𝜔0
𝒌

takes the following
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form:

ℏ𝜔0
𝒌 = 2𝐽𝑆0 [3 − cos(𝑘𝑥𝑎) − cos

(
𝑘𝑦𝑎

)
− cos(𝑘𝑧𝑎)] ≃ 𝐽𝑆0𝑎

2𝒌2 ≡ D𝒌2, (2.32)

where 𝑎 represents the lattice constant of the FI and D denotes the spin stiffness. In the above
equation, the long-wavelength approximation was employed.

Next, the temperature Green’s function for magnons is introduced. Using the spin operators
𝑆±𝒌 (𝜏), we define the Green’s function for the FI as follows:

𝐺0(𝒌, 𝜏) ≡ −1
ℏ
⟨𝑇𝜏𝑆+𝒌 (𝜏)𝑆

−
𝒌 (0)⟩, (−ℏβ < 𝜏 < ℏβ), (2.33)

where 𝑆±𝒌 (𝜏) = 𝑒𝐻FI𝜏/ℏ𝑆±𝒌𝑒
−𝐻FI𝜏/ℏ, 𝑇𝜏 denotes the time-ordering operator with respect to the

imaginary time 𝜏, and β denotes the inverse temperature. Using Eq. (2.29), we can rewrite
Eq. (2.33) in terms of the magnon creation and annihilation operators as follows:

𝐺0(𝒌, 𝜏) = −2𝑆0
ℏ

⟨𝑇𝜏𝑏𝒌 (𝜏)𝑏†𝒌⟩. (2.34)

Using 𝑏𝒌 (𝜏) = 𝑒−𝜔𝒌𝜏𝑏𝒌 , we obtain the Fourier transformation of the Green’s function as

𝐺0(𝒌, 𝑖𝜔𝑛) =
∫ ℏβ

0
𝑑𝜏𝐺0(𝒌, 𝜏)𝑒𝑖𝜔𝑛𝜏 =

2𝑆0/ℏ
𝑖𝜔𝑛 − 𝜔𝒌

, (2.35)

where 𝑛B(𝜔) = 1/(𝑒βℏ𝜔−1) is the Bose distribution function and𝜔𝑛 = 2𝑛𝜋/(ℏβ) is the bosonic
Matsubara frequency. The retarded Green’s function is obtained by analytic continuation:

𝐺𝑅
0 (𝒌, 𝜔) = 𝐺0(𝒌, 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿) = 2𝑆0/ℏ

𝜔 − 𝜔𝒌 + 𝑖𝛿
, (2.36)

where 𝛿 is a positive infinitesimal. In real bulk ferromagnets, magnon-phonon scattering
and other interactions induce the Gilbert damping. Since deriving this effect microscopically is
challenging, the Gilbert damping constant𝛼G is introduced phenomenologically. After replacing
𝛿 with 𝛼G in Eq. (2.36), the following expression is obtained:

𝐺𝑅
0 (𝒌, 𝜔) =

2𝑆0/ℏ
𝜔 − 𝜔𝒌 + 𝑖𝛼G𝜔

. (2.37)

Finally, let us derive the expression for the absorption spectrum of the FMR in the FI [63].
The Hamiltonian for the circularly polarized microwave applied externally can be written as
follows:

𝐻rf = −
ℏ𝛾gℎrf

2

∑
𝑖

(𝑆−𝑖 𝑒−𝑖𝜔𝑡 + 𝑆+𝑖 𝑒𝑖𝜔𝑡). (2.38)
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Here, ℎrf represents the strength of the magnetic field of the microwave. By using the following
Fourier transform of the spin operator

𝑆±𝒌 =
1

√
𝑁FI

∑
𝑖

𝑆±𝑖 𝑒
−𝑖𝒌·𝒓𝑖 , (2.39)

Eq. (2.38) can be rewritten as follows:

𝐻rf = −
ℏ𝛾gℎrf

√
𝑁FI

2

∑
𝑖

(𝑆−0 𝑒
−𝑖𝜔𝑡 + 𝑆+0𝑒

𝑖𝜔𝑡). (2.40)

According to linear response theory, the change in the expectation value of 𝑆+0 in response to the
first term of Eq. (2.40), which generates magnons in the FI, can be written as follows:

𝛿⟨𝑆+0⟩𝜔 = 𝐺𝑅
0 (𝒌 = 0, 𝜔) ×

ℏ𝛾gℎrf
√
𝑁FI

2
. (2.41)

When circularly polarized microwaves are applied to the FI, the localized spins in the FI absorb
energy, and magnons with wavevector 𝒌 = 0 are excited. A steady state is reached when the
energy absorbed by the localized spins from the microwave is balanced by the energy lost through
spin relaxation. Therefore, the microwave absorption rate is proportional to the imaginary part
of the retarded Green’s function, which represents energy dissipation:

− Im𝐺𝑅
0 (𝒌 = 0, 𝜔) = 2𝑆0

ℏ
𝛼G𝜔

(𝜔 − 𝜔0)2 + (𝛼G𝜔)2 . (2.42)

The frequency dependence of Eq. (2.42) matches that of Eq. (2.25), which was derived from the
Landau-Lifshitz-Gilbert (LLG) equation.

2.3 Spin Pumping (SP)

This section discusses spin pumping (SP), a method of injecting spins from ferromagnetic
materials into various substances. Section 2.3.1 provides an overview of SP, followed by a
review of theoretical studies on SP using spin mixing conductance in Sec. 2.3.2. In Sec. 2.3.3,
an analytical approach to SP using Green’s functions is presented.

2.3.1 Overview of SP

The injection of spin currents into materials is often achieved through the spin Hall effect
(SHE) [66, 67] and spin pumping (SP) [17–20]. The SHE refers to the phenomenon of a
charge current being converted into a spin current in the bulk of systems with strong spin-orbit
interactions, such as heavy metals. By applying a charge current to a heavy metal and inducing
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Figure 2.6: Absorption spectra for YIG(20nm) alone and YIG(20nm)/Pt(5nm). (a) Magnetic
field dependence of the FMR absorption spectra. Here, 𝐻res is a resonance magnetic field of the
FMR. (b) Linewidth of (a) as a function of frequency. Adapted from Ref. [64, 65].

the SHE, spin currents can be injected into an adjacent material. On the other hand, in SP,
spin currents are generated by the FMR [60] in a ferromagnetic material through microwave
irradiation and are then injected into the adjacent material.

SP generates a spin current via the FMR rather than a charge current, enabling it to occur
in both ferromagnetic metals and insulators. In ferromagnetic insulators (FIs), the spin current
is carried by magnons, referred to as spin-wave spin current. Furthermore, because SP induced
by the FMR injects relaxed spins from the ferromagnet into an adjacent material, the Gilbert
damping in SP is enhanced compared to the FMR in the ferromagnet alone. This enhancement
in the Gilbert damping can be experimentally observed as a broadening of the FMR absorption
spectrum [18–20]. An example of the FMR spectrum in Yttrium-Iron-Garnet (YIG) alone and
YIG/Pt is shown in Fig. 2.6 [64,65]. As illustrated in Fig. 2.6(a), the linewidth of the absorption
spectrum in YIG/Pt increases compared to that of YIG alone, due to the occurrence of SP. From
the slope of the plot in Fig. 2.6(b), the magnitude of the Gilbert damping can be evaluated,
obtaining a value of (9.1 ± 0.6) × 10−4 for YIG (20 nm) alone, and (4.5 ± 0.3) × 10−3 for YIG
(20 nm)/Pt (5 nm) [64, 65].

2.3.2 Spin mixing conductance

SP is usually analyzed by the concept of spin mixing conductance [18, 68]. Let us consider a
system where a ferromagnet is sandwiched between two normal-metals, as shown in Fig. 2.7.
In this system, the 2 × 2 current operator, which accounts for the spin degrees of freedom, is
defined as follows:

𝐼 =
1
2

1̂𝐼𝑐 −
𝑒

ℏ
�̂� · 𝑰𝑠 . (2.43)
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Figure 2.7: A ferromagnetic film (F) sandwiched between two normal-metals (N). The two
normal-metals serve as reservoirs in the same thermal equilibrium state. The magnetization
orientation vector 𝒎(𝑡) in the ferromagnetic material undergoes precession around the static
magnetic field, and the spin current flowing into the right lead is described by the reflection
amplitude 𝑟 and the transmission amplitude 𝑡′. Adapted from Ref. [18].

Here, 1̂ represents the identity matrix, �̂� = (�̂�𝑥 , �̂�𝑦, �̂�𝑧) are the Pauli matrices, 𝐼𝑐 is the charge
current, and 𝑰𝑠 is the spin current. The spin current 𝑰𝑠 can be expressed as 𝑰𝑠 = 𝑰 (0)𝑠 + 𝑰

pump
𝑠 ,

where 𝑰
pump
𝑠 is the spin current flowing from the ferromagnet into the normal-metal due to SP

and 𝑰 (0)𝑠 is the backflow spin current entering the ferromagnet due to spin accumulation in the
normal-metal. In the following, the normal-metal is assumed to be an ideal sink with no spin
accumulation, such that 𝑰 (0)𝑠 = 0. Labeling the left and right leads connected to the ferromagnet
as 𝑙 = 𝐿, 𝑅, we can express the expectation value of the current operator in each lead 𝑙 as follows:

𝐼𝜎𝜎
′

𝑙 =
𝑒

ℏ

∑
𝑚

∫
𝑑𝜖𝑑𝜖 ′[⟨𝑎𝜎′

𝑚,𝑙 (𝜖)
†𝑎𝜎𝑚,𝑙 (𝜖

′)⟩ − ⟨𝑏𝜎′

𝑚,𝑙 (𝜖)
†𝑏𝜎𝑚,𝑙 (𝜖

′)⟩] . (2.44)

Here, 𝑎𝜎𝑛,𝑙 (𝜖) is the annihilation operator for an electron with spin 𝜎 and energy 𝜖 flowing into
the ferromagnet through the 𝑛th channel from lead 𝑙 and 𝑏𝜎𝑛,𝑙 (𝜖) is the annihilation operator
for an electron flowing out of the ferromagnet into leads. The two normal-metals in Fig. 2.7
are thermal reservoirs, and the number of electrons flowing out from these reservoirs can be
expressed using the Fermi distribution function 𝑓 𝜎′𝜎

𝑙 (𝜖) as follows (the first term in Eq. (2.44)):

⟨𝑎𝜎𝑛,𝑙 (𝜖)
†𝑎𝜎

′

𝑛′,𝑙′ (𝜖
′)⟩ = 𝑓 𝜎

′𝜎
𝑙 (𝜖)𝛿𝑙𝑙′𝛿𝑛𝑛′𝛿(𝜖 − 𝜖′). (2.45)

The annihilation operator 𝑏𝜎𝑛,𝑙 (𝜖) for electrons scattered by the ferromagnet, which acts as a
scatterer, and flowing into the lead can be written using the scattering matrix elements 𝑠𝜎𝜎′

𝑛𝑛′,𝑙𝑙′ as
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follows:

𝑏𝜎𝑛,𝑙 (𝜖) =
∑
𝜎′,𝑛′,𝑙′

𝑠𝜎𝜎
′

𝑛𝑛′,𝑙𝑙′ (𝜖)𝑎
𝜎′

𝑛′,𝑙′ (𝜖). (2.46)

The projection matrices onto the magnetization direction 𝒎 (|𝒎 | = 1) are defined as

�̂�↑ =
1
2
(1̂ + �̂� · 𝒎), �̂�↓ = 1

2
(1̂ − �̂� · 𝒎). (2.47)

Using these, we can write the scattering matrix as follows:

𝑠𝑛𝑛′,𝑙𝑙′ = 𝑠
↑
𝑛𝑛′,𝑙𝑙′ �̂�

↑ + 𝑠↓𝑛𝑛′,𝑙𝑙′ �̂�
↓. (2.48)

Here, when 𝑙 = 𝑙′ (𝑙 ≠ 𝑙′), 𝑠𝜎𝑛𝑛′,𝑙𝑙′ represents the reflection (transmission) coefficient 𝑟𝜎𝑛𝑛′ (𝑡𝜎𝑛𝑛′).
When the scattering matrix depends on a time-dependent parameter 𝑋 (𝑡), the current operator
introduced in Eq. (2.43) can be written as follows:

𝐼 (𝑡)pump = 𝑒
𝑑�̂�𝑙
𝑑𝑋

𝑑𝑋 (𝑡)
𝑑𝑡

, (2.49)

𝑑�̂�𝑙
𝑑𝑋

=
1

4𝜋𝑖

∑
𝑛𝑛′𝑙′

𝜕𝑠𝑛𝑛′,𝑙𝑙′

𝜕𝑋
𝑠†𝑛𝑛′,𝑙𝑙′ + h.c. (2.50)

Here, h.c. represents the Hermitian conjugate. Assuming the magnetization in the ferromagnet
precesses around the 𝑧-axis, 𝒎 = (cos 𝜑(𝑡), sin 𝜑(𝑡), 0), and setting 𝑋 (𝑡) = 𝜑(𝑡), we transform
Eq. (2.50) as

𝑑�̂�𝑅
𝑑𝜑

=
1

4𝜋
[
𝐴𝑖 (�̂�𝑥 sin 𝜑 − �̂�𝑦 cos 𝜑) − 𝐴𝑟 �̂�𝑧

]
, (2.51)

where

𝐴𝑟 =
1
2

∑
𝑚𝑛

[|𝑟↑𝑚𝑛 − 𝑟↓𝑚𝑛 |2 + |𝑡′↑𝑚𝑛 − 𝑡′↓𝑚𝑛 |2], (2.52)

𝐴𝑖 = Im
∑
𝑚𝑛

[𝑟↑𝑚𝑛 (𝑟↓𝑚𝑛)∗ + 𝑡′↑𝑚𝑛 (𝑡′↓𝑚𝑛)∗] . (2.53)

Introducing 𝑔𝜎𝜎′ and 𝑡↑↓, defined by the following equations

𝑔𝜎𝜎
′
=

∑
𝑚𝑛

[
𝛿𝑚𝑛 − 𝑟𝜎𝑚𝑛 (𝑟𝜎

′
𝑚𝑛)∗

]
, (2.54)

𝑡↑↓ =
∑
𝑛𝑚

𝑡′↑𝑚𝑛 (𝑡′↓𝑚𝑛)∗, (2.55)
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we can summarize Eqs. (2.52) and (2.53) as follows:

𝐴𝑟 + 𝑖𝐴𝑖 = 𝑔↑↓ − 𝑡↑↓. (2.56)

Here, 𝑔↑↓ is called the spin-mixing conductance. By substituting Eq. (2.51) into Eq. (2.49)
and comparing it with Eq. (2.43), the following expressions for the charge and spin currents
generated by SP are obtained:

𝐼
pump
𝑐,𝑅 = 0, (2.57)

𝑰
pump
𝑠,𝑅 =

ℏ
4𝜋

(
𝐴𝑟𝒎 × 𝑑𝒎

𝑑𝑡
− 𝐴𝑖

𝑑𝒎

𝑑𝑡

)
. (2.58)

Furthermore, the bilayer system where a normal-metal is attached to a ferromagnet corresponds
to the case in which the film thickness 𝑑 of the ferromagnet in Fig. 2.7 is sufficiently large,
resulting in a transmission coefficient of zero (𝑡↑↓ = 0). Thus, the spin current in Eq. (2.58)
is determined by the spin-mixing conductance 𝑔↑↓ = 𝑔↑↓𝑟 + 𝑖𝑔↑↓𝑖 . Additionally, in the second
term of Eq. (2.58), which is proportional to 𝑑𝒎/𝑑𝑡 and represents the effect of the effective
magnetic field, the coefficient 𝐴𝑖 = 𝑔↑↓𝑖 is typically of the order 𝑔↑↓𝑖 ≲ 0.1𝑔↑↓𝑟 in transition-metal
ferromagnets. Thus, by neglecting 𝑔↑↓𝑖 , Eq. (2.58) can be written as follows:

𝑰
pump
𝑠,𝑅 =

ℏ
4𝜋
𝑔↑↓𝑟 𝒎 × 𝑑𝒎

𝑑𝑡
. (2.59)

Next, the expression for the modulation of the Gilbert damping due to SP is derived. In the
setup shown in Fig. 2.7, the total spin current generated by SP can be expressed using Eq. (2.58)
as follows:

𝑰𝑠 =
∑
𝑙

𝑰
pump
𝑠,𝑙 =

ℏ
4𝜋

[
(𝐴(𝐿)

𝑟 + 𝐴(𝑅)
𝑟 )𝒎 × 𝑑𝒎

𝑑𝑡
− (𝐴(𝐿)

𝑖 + 𝐴(𝑅)
𝑖 ) 𝑑𝒎

𝑑𝑡

]
. (2.60)

The Landau-Lifshitz-Gilbert (LLG) equation for a ferromagnet alone is expressed as

𝜕𝑡𝒎 = −𝛾g𝒎 × 𝑯eff + 𝛼G𝒎 × 𝜕𝑡𝒎. (2.61)

However, when the spin current described by Eq. (2.60) is generated through SP in the junction
system shown in Fig. 2.7, the magnetization in the ferromagnet experiences a spin-transfer
torque, 𝝉 = −𝒎 × 𝑰𝑠 × 𝒎, which alters its dynamics. As a result, the following term is added to
the right-hand side of the LLG equation:

𝜕𝒎

𝜕𝑡

���
torque

=
𝛾′g
𝑀𝑉

𝒎 × 𝑰𝑠 × 𝒎. (2.62)

Here, 𝑉 and 𝑀 represent the volume and the total magnetic moment of the ferromagnet,
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respectively. This means that, due to SP, the gyromagnetic ratio and the Gilbert damping are
modulated as follows:

1
𝛾′g

=
1
𝛾g

[1 + 𝑔𝐿 (𝐴(𝐿)
𝑖 + 𝐴(𝑅)

𝑖 )/4𝜋𝑀], (2.63)

𝛼′G =
𝛾′g
𝛾g

[𝛼G + 𝑔𝐿 (𝐴(𝐿)
𝑟 + 𝐴(𝑅)

𝑟 )/4𝜋𝑀] . (2.64)

Here, 𝑔𝐿 represents the Landé factor (g-factor). It should be noted that the modulation of the
gyromagnetic ratio and the Gilbert damping corresponds to the shift in the FMR resonance field
and the increase in the resonance linewidth, respectively. Furthermore, as done previously in
Eq. (2.59), by neglecting 𝐴𝑖 = 𝑔↑↓𝑖 , Eqs. (2.63) and (2.64) are simplified to the following form:

𝛾′g = 𝛾g, (2.65)

𝛼′G = 𝛼G + 𝑔𝐿 [𝐴(𝐿)
𝑟 + 𝐴(𝑅)

𝑟 ]/4𝜋𝑀. (2.66)

2.3.3 Green’s function

While the concept of the spin-mixing conductance is useful for analysis of spin transport at an
interface, it has several drawbacks. In particular, the spin-mixing conductance is obtained from
experimental observations while its temperature dependence cannot be predicted theoretically.
This drawback originates from a classical treatment of the magnetization in ferromagnets. One
way to overcome this problem is to express the modulation of the Gilbert damping in terms of
Green’s functions. In this section, the modulation of the Gilbert damping is discussed when
spins are injected from the ferromagnetic insulator (FI) into an adjacent material via SP using
Green’s functions.

In a junction system, the temperature Green’s function for magnons in the FI can be written
with the Dyson equation as follows:

𝐺 (𝒌, 𝑖𝜔𝑛) =
1

𝐺0(𝒌, 𝑖𝜔𝑛)−1 − Σ(𝒌, 𝑖𝜔𝑛)
. (2.67)

Here, 𝐺0(𝒌, 𝑖𝜔𝑛) represents the Green’s function of magnons in the isolated FI, as introduced
in Eq. (2.35), while Σ(𝒌, 𝑖𝜔𝑛) denotes the magnon self-energy resulting from the interaction
between the FI and the adjacent material. By performing analytic continuation in Eq. (2.67),
replacing the Matsubara frequency as 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿, and substituting Eq. (2.37), the retarded
component of Green’s function is obtained as

𝐺𝑅 (𝒌, 𝜔) = 2𝑆0/ℏ
𝜔 − 𝜔𝒌 + 𝑖𝛼G𝜔 − 2𝑆0

ℏ Σ𝑅 (𝒌, 𝜔)
, (2.68)

where Σ𝑅 (𝒌, 𝜔) = Σ𝑅 (𝒌, 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿) is the retarded component of the self-energy. The
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real and imaginary parts of the self-energy Σ𝑅 (𝒌, 𝜔) respectively give the shift of the resonant
frequency 𝛿𝜔𝒌 and the increase in the Gilbert damping 𝛿𝛼G as follows:

𝐺𝑅 (𝒌, 𝜔) = 2𝑆0/ℏ
𝜔 − (𝜔𝒌 + 𝛿𝜔𝒌) + 𝑖(𝛼G + 𝛿𝛼G)𝜔

, (2.69)

𝛿𝜔𝒌 =
2𝑆0
ℏ

ReΣ𝑅 (𝒌, 𝜔), (2.70)

𝛿𝛼G = −2𝑆0
ℏ𝜔

ImΣ𝑅 (𝒌, 𝜔). (2.71)

The self-energy Σ(𝒌, 𝑖𝜔𝑛) can be calculated by second-order perturbation with respect to the
interface interaction Hamiltonian between the FI and the adjacent material.

As a simple example, let us consider the increase in the Gilbert damping, 𝛿𝛼G, for a FI and
normal-metal (NM) junction [69]. The Hamiltonian of this junction system can be expressed as
follows:

𝐻 = 𝐻NM + 𝐻FI + 𝐻int. (2.72)

Here, 𝐻NM represents the Hamiltonian of the NM, expressed as the following free electron
Hamiltonian:

𝐻NM =
∑
𝒌𝜎

𝜉𝒌𝑐
†
𝒌𝜎
𝑐𝒌𝜎 . (2.73)

Here, 𝑐†
𝒌,𝜎

and 𝑐𝒌,𝜎 denote the electron creation and annihilation operators, respectively. The
electronic energy dispersion is given by 𝜖𝒌 , and 𝜉𝒌 = 𝜖𝒌 − 𝜇 represents the energy relative to
the chemical potential 𝜇. The second term 𝐻FI is the Hamiltonian of the FI, as introduced in
Eq. (2.31). The third term 𝐻int denotes the interfacial interaction between the FI and the NM,
which can be expressed as follows [48, 49, 63, 70–79]:

𝐻int =
∑
𝒌

∑
𝒒

(𝑇𝒌,𝒒𝑆+𝒌𝑠
−
𝒒 + 𝑇∗

𝒌,𝒒𝑆
−
𝒌 𝑠

+
𝒒) +

∑
𝒒

T0,𝒒𝑆0𝑠
𝑧
𝒒, (2.74)

where 𝑇𝒌,𝒒 and T0,𝒒 represent the strengths of the interfacial interaction. Additionally, 𝑆±𝒌
denotes the creation and annihilation operators for the localized spins in the FI, as introduced
in Eq. (2.39), and 𝑠±𝒌 are the creation and annihilation operators for the electron spin in the NM,
defined as follows:

𝑠±𝒌 =
1
2

∑
𝜎,𝜎′

∑
𝒌′
𝑐†
𝒌′𝜎 (�̂�

±)𝜎𝜎′𝑐𝒌′+𝒌𝜎′ . (2.75)

Here, �̂�± = �̂�𝑥 ± 𝑖�̂�𝑦 represents the Pauli matrices associated with the creation and annihilation
of spin in the 𝑧-direction. The first term on the right-hand side of Eq. (2.74) describes the
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absorption and emission of magnons at the FI-NM interface. Meanwhile, the final term on the
right-hand side can be interpreted as a Zeeman field T0,�̄�𝑆0 acting on the electrons of the NM,
representing the effect of exchange bias at the interface. Since this does not affect the increase
of the Gilbert damping due to spin injection into the NM, the final term on the right-hand side
of Eq. (2.74) will be neglected hereafter. Note that this static Zeeman term becomes important
in considering the Rashba-Edelstein magnetoresistance discussed in Chap. 6. Accordingly, the
following Hamiltonian is used:

𝐻int ≃
∑
𝒌

∑
𝒒

(𝑇𝒌,𝒒𝑆+𝒌𝑠
−
𝒒 + 𝑇∗

𝒌,𝒒𝑆
−
𝒌 𝑠

+
𝒒). (2.76)

Then, calculating the magnon self-energy appearing in Eq. (2.68) within the framework of
second-order perturbation theory for this interfacial interaction Hamiltonian yields the following
result:

Σ𝑅 (𝒌, 𝜔) = −
∑
𝒒

|𝑇𝒌,𝒒 |2ℏ𝑉𝜒𝑅 (𝒒, 𝜔), (2.77)

𝜒𝑅 (𝒒, 𝜔) = − 1
𝑉

∑
𝒌

𝑓0(𝜉𝒌+𝒒) − 𝑓0(𝜉𝒌)
ℏ𝜔 + 𝜉𝒌+𝒒 − 𝜉𝒌 + 𝑖𝛿

, (2.78)

where 𝑉 represents the volume of the NM, 𝜒𝑅 (𝒒, 𝜔) denotes the Lindhard function, which
represents the spin susceptibility of conduction electrons in the NM, 𝑓0(𝜉𝒌) = (𝑒β𝜉𝒌 + 1)−1

represents the Fermi distribution function, and 𝛿 is a positive infinitesimal quantity. Thus,
within the framework of second-order perturbation theory for 𝐻int, the magnon self-energy is
proportional to the spin susceptibility of electrons in the NM. In the case of a dirty FI-NM
interface, the electron wavevector in the NM is not conserved, whereas it is conserved in a
clean interface. Accordingly, the coefficient 𝑇𝒌,𝒒 at each type of interface in Eq. (2.76) can be
expressed as follows:

dirty interface : 𝑇𝒌,𝒒 = 𝑇, (2.79)

clean interface : 𝑇𝒌,𝒒 = 𝑇𝛿𝒌,𝒒, (2.80)

where 𝛿𝒌,𝒒 denotes the Kronecker delta. The increase in the Gilbert damping due to SP induced
by the FMR at a dirty interface can be calculated by substituting Eq. (2.79) into Eq. (2.77) and
applying Eq. (2.71), resulting in the following expression:

𝛿𝛼G(𝜔0) = − 2𝑆0
ℏ𝜔0

ImΣ𝑅 (𝒌 = 0, 𝜔0) = 2𝜋ℏ𝑆0 |𝑇 |2𝑉2𝐷2(𝜖F). (2.81)

Here, 𝜔0 denotes the resonance frequency of the FMR, and 𝐷 (𝜖F) represents the density of
states of the NM at the Fermi level. Thus, in an FI-NM junction with a dirty interface, the
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Figure 2.8: (a) A schematic picture for explaining the REE induced by the Rashba SOC. When
an external charge current Δ 𝒋 is applied in the +𝑥 direction in a Rashba system, the Fermi
surface of the electrons shifts towards the −𝑥 direction, resulting in spin accumulation polarized
in the −𝑦 direction. The orange (blue) regions represent an increase (decrease) in the electron
distribution function from the equilibrium state. (b) A schematic picture for explaining the IREE
induced by the Rashba SOC. When spin polarized in the −𝑦 direction is injected into a Rashba
system, the distribution function of electrons with this spin orientation increases, generating a
charge current in the +𝑥 direction.

modulation of the Gilbert damping is proportional to the square of the density of states. For a
clean interface, it can be shown that the Gilbert damping due to spin pumping becomes zero in
the regime of second-order perturbation by applying Eqs. (2.71), (2.77), and (2.80):

𝛿𝛼G(𝜔0) = − 2𝑆0
ℏ𝜔0

ImΣ𝑅 (𝒌 = 0, 𝜔0) = 0. (2.82)

In Chap. 4, a 2DEG with the Rashba and Dresselhaus SOCs is considered instead of the normal-
metal, and it is demonstrated that modulation of the Gilbert damping is non-zero even for a clean
interface.

2.4 Rashba-Edelstein effect (REE) and Inverse Rashba-Edelstein
effect (IREE)

2.4.1 Overview

As discussed in Sec. 2.1.3, the Rashba and Dresselhaus SOCs in 2DEG cause spin-momentum
locking, and the orientation of the electron spin is determined by its momentum. In the presence
of the spin-momentum locking, there occur two types of spin-charge conversion phenomena in
2DEG; the conversion from charge to spin known as the Rashba-Edelstein effect (REE) [27–
32,80–83] and the conversion from spin to charge known as the inverse Rashba-Edelstein effect
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(IREE) [33–38, 49, 79, 81, 84, 85]. The mechanisms of the REE and the IREE are summarized
as follows:

REE: When a charge current is applied in the +𝑥 direction to a 2DEG with spin-momentum
locking, such as in a Rashba system, the Fermi surface shifts in the direction opposite
to the charge current. As a result, as illustrated in Fig. 2.8(a), spins aligned along
the −𝑦 (+𝑦) direction accumulate on the outer (inner) Fermi surface. Although these
spin accumulations cancel each other partially, the contribution from the outer band is
dominant, leading to a net spin accumulation polarized in the −𝑦 direction.

IREE: As shown in Fig. 2.8(b), when spins polarized along the −𝑦 direction are injected into
a Rashba system, the outer (inner) Fermi surface shifts in the −𝑥 (+𝑥) direction. As a
result, the outer Fermi surface generates a charge current in the +𝑥 direction, while the
inner Fermi surface generates a charge current in the −𝑥 direction. Due to the dominant
contribution from the outer band, the net charge current flows in the +𝑥 direction.

It should be noted that the REE or the IREE plays an important role also for three-dimensional
systems with an interface. Usually, spin-charge conversion in three-dimensional bulk systems
occurs through the spin Hall effect (SHE) and the inverse spin Hall effect (ISHE); a charge
current can be converted into a spin current by the SHE, while a spin current is converted into
a charge current by the ISHE. These conversion phenomena arise in the bulk of heavy metals
due to strong spin-orbit interactions. While the SHE and the ISHE are always caused in bulk
systems, the REE and the IREE induced by interfacial (surface) electronic states may overwhelm
them in some junction systems because of a strong Rashba SOC induced by electric field near
the interface and existence of heavy elements (see also the discussion in Sec. 2.1.1).

In early studies of the IREE, non-equilibrium spin accumulation was achieved via optical
spin orientation [36]. In recent years, experimental studies on the IREE using SP have become
prevalent across various systems, such as Ag/Bi [37, 86–89], topological insulators [90–99],
STO [100–107], atomic layers [108–111], and semiconductors [112,113]. Figure 2.9 provides a
representative example of such an experiment [37]; a spin current is injected from a ferromagnetic
NiFe layer into an Ag(111)/Bi interface with the Rashba SOC via SP, leading to a charge current
generated by the IREE (Fig. 2.9(i)). The results presented in Fig. 2.9(ii) demonstrate that a
substantial charge current is observed only at the Ag/Bi interface, where the carrier density and
the Rashba SOC are large. This strongly suggests that the charge current observed at the Ag/Bi
interface is generated by the IREE.
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Figure 2.9: Experimental setup for the IREE using SP [37]. (i) Schematic of the experimental
setup. A spin current is injected from the ferromagnetic NiFe layer into the Ag(111)/Bi with
the Rashba SOC via SP. (ii) FMR absorption spectra (upper panels) and charge currents (lower
panels) for junction systems composed of NiFe and (a) Ag, (b) Bi, and (c) Ag/Bi. The horizontal
axis represents the external DC magnetic field. Adapted from Ref. [37].

2.4.2 Theory of REE

This section reviews the theory of the REE in a 2DEG with the Rashba SOC, as presented in
Ref. [80]. The Hamiltonian for this 2DEG is given by

𝐻2DEG =
ℏ2𝑘2

2𝑚∗ 1̂ + 𝛼(𝑘𝑦�̂�𝑥 − 𝑘𝑥�̂�𝑦). (2.83)

Here, 𝑚∗ is the effective mass of the conduction electrons, 1̂ is the 2 × 2 identity matrix,
and 𝛼 denotes the magnitude of the Rashba SOC. The first term in Eq. (2.83) represents the
kinetic energy of the conduction electrons in the 2DEG, while the second term is the Rashba
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Figure 2.10: The spin-split energy bands of conduction electrons in a Rashba system.

Hamiltonian. The energy eigenvalues of Eq. (2.83) are given by:

𝐸
𝛾
𝒌
=
ℏ2𝑘2

2𝑚∗ + 𝛾𝛼𝑘. (2.84)

Here, 𝛾 = ± is a label that specifies the spin-split subbands. When the Fermi energy without the
Rashba SOC is denoted as 𝜖F = ℏ2𝑘2

F/2𝑚∗, the corresponding Fermi wavevector is 𝑘F =
√

2𝜋𝑛,
where 𝑛 is the electron density. The wavevector 𝑘𝛾=± for each subband at this Fermi energy, as
illustrated in Fig. 2.10, can be expressed as follows:

𝑘𝛾 = (1 − 𝛾𝜁)𝑘F. (2.85)

Here, 𝜁 is a parameter that represents the difference between the two Fermi surfaces and can be
expressed using the magnitude of the Rashba SOC, 𝛼, as follows:

𝜁 =
𝛼𝑘F
2𝜖F

. (2.86)

In the following, only terms up to the first order of the Rashba SOC are considered. In this case,
the energy splitting at the Fermi surface is 2𝛼𝑘F, and the density of states for each subband can
be expressed as follows:

𝐷𝛾 (𝐸) =
𝑘𝛾

2𝜋ℏ𝑣F
=
𝑘𝛾

𝑘F

𝑛

2𝜖F
. (2.87)

Note that the Fermi velocities of the two subbands are given by 𝑣𝛾F = ℏ𝑘F/𝑚∗ = 𝑣F with the same
magnitude regardless of the subband.
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In the following, the charge current density and spin density generated by the REE are
calculated for a 2DEG in the 𝑥-𝑦 plane with the Rashba SOC, under an external electric field
𝐸𝑥 (> 0) applied in the 𝑥-direction, as shown in Fig. 2.8(a). Here, the weak-scattering limit,
where the impurity scattering rate in the 2DEG is low, is considered. In this case, the spin
relaxation time 𝜏𝑠 and the momentum relaxation time 𝜏𝜌 can be effectively considered the
same 1: 𝜏𝑠 ≃ 𝜏𝜌. First, the displacement of the Fermi surface under an applied external electric
field 𝐸𝑥 can be expressed as follows:

𝛿𝑘𝛾 =
𝑒𝐸𝑥𝜏𝛾

ℏ
. (2.88)

Here, 𝑒 (< 0) represents the electron charge. Additionally, 𝜏𝛾 denotes the momentum relaxation
time for each spin-split subband and can be expressed as follows, using 𝜁 from Eq. (2.86) and
the averaged momentum relaxation time 𝜏 (= (𝜏+ + 𝜏−)/2 = 𝜏𝜌 ≃ 𝜏𝑠):

𝜏𝛾 = 𝜏(1 − 𝛾𝜁). (2.89)

Then, expressing the electron wavevector in polar coordinates as 𝒌 = (𝑘 cos 𝜑, 𝑘 sin 𝜑), the
contributions to the 𝑥-component of the charge current density, 𝑗𝛾, and to the 𝑦-component of
the spin density, 𝑆𝛾, from each subband can be calculated as follows [114]:

𝑗𝛾 =
𝑒

4𝜋2

∫ 2𝜋

0
𝑘𝛾𝑑𝜑 𝛿𝑘𝛾 cos 𝜑 · 𝑣F cos 𝜑 =

𝑒2𝐸𝑥𝜏𝛾𝑣F𝑘𝛾

4𝜋ℏ
, (2.90)

𝑆𝛾 = − 1
4𝜋2

ℏ
2

∫ 2𝜋

0
𝑘𝛾𝑑𝜑 𝛿𝑘𝛾 cos 𝜑 · 𝛾 cos 𝜑 = −𝛾

2
𝑒𝐸𝑥𝜏𝛾𝑘𝛾

4𝜋
. (2.91)

From Eq. (2.90), the 𝑥-component of the total charge current density, 𝑗 , is given by

𝑗 ≡ 𝑗+ + 𝑗− =
𝑒2𝜏𝑘F
2𝜋ℏ

𝐸𝑥 . (2.92)

Note that, since only terms up to the first order of the Rashba SOC are considered, terms
involving 𝜁2 are omitted. Additionally, from Eq. (2.91), the 𝑦-component of the total spin
polarization is given by

𝑆 ≡ 2(𝑆+ + 𝑆−)
ℏ𝑛

=
2𝑒𝜏𝜁
ℏ𝑘F

𝐸𝑥 =
𝛼𝑘F
𝜖F

𝑗

𝑛𝑒
. (2.93)

Here, 𝑘F =
√

2𝜋𝑛 and Eq. (2.86) have been used. Equation (2.93) represents the spin polarization

1As a spin relaxation mechanism, the D’yakonov-Perel (DP) mechanism is considered dominant, and electron
spins relax due to precession around the effective magnetic field generated by the Rashba SOC. In the weak-
scattering limit, where the momentum relaxation time 𝜏𝜌 is long, the electron spin undergoes sufficient relaxation
through the DP mechanism before being scattered by impurities. Thus, 𝜏𝑠 can be effectively regarded as equal to
𝜏𝜌.
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Figure 2.11: Setup for the IREE induced by SP. 𝒏(𝒓, 𝑡) represents the magnetization direction
of the ferromagnet, which can be either a ferromagnetic metal or a ferromagnetic insulator.
The normal-metal can be a two-dimensional system consisting of a few monolayers or a three-
dimensional system with a thickness of several tens of nanometers. (b) An experimental
realization of SP. A spin current is injected from Fe into the 2DEG at the Fe-GaAs interface via
SP, inducing a charge current in the 2DEG through the IREE. Adapted from Ref. [115].

converted from the charge current via the REE.

In this section, a phenomenological description of the REE was reviewed, following Ref. [80].
The same result can be obtained by using the Boltzmann equation [32]. For detailed calculation
by the Boltzmann equation, refer to Appendix A.

2.4.3 Theory of IREE

This section briefly reviews recent theories on the IREE driven by SP using the Boltzmann
equation [115,116].

Reference [115] developed a theoretical framework for the IREE induced by SP in a junction
system composed of a ferromagnet and a normal-metal, as shown in Fig. 2.11(a). As an
experimentally feasible setup, the study proposed an Fe/GaAs junction system illustrated in
Fig. 2.11(b). The analysis focused on the condition where the spin splitting width of the energy
band for 2DEG electrons due to the Rashba SOC, Δso, is significantly smaller than the impurity
scattering strength, satisfying Δso𝜏/ℏ ≪ 1, where 𝜏 denotes the momentum relaxation time. It
was assumed that proximity-induced magnetization arises in the normal-metal, and the itinerant
𝑠-electrons and localized 𝑑-electrons are coupled via the following 𝑠-𝑑 interaction:

𝐻sd = Δxc𝒏(𝒓, 𝑡) ·
�̂�

2
. (2.94)

Here, �̂� represents the Pauli matrices,Δxc denotes the ferromagnetic exchange band splitting, and
𝒏 indicates the magnetization direction of the ferromagnet. The study considers the following



2.4. RASHBA-EDELSTEIN EFFECT (REE) AND INVERSE RASHBA-EDELSTEIN
EFFECT (IREE) 33

Figure 2.12: Setup for the IREE in TI surface states induced by SP. In the FM, a magnetization
𝑴 (𝑡) rotating around the 𝑦-axis generates a spin current density 𝑱𝑠 in the 𝑧-direction, injecting
spins polarized along the 𝑦-axis into the NM. These spins are converted into a charge current
density 𝑱𝑐 flowing in the 𝑥-direction on the TI surface via spin-momentum locking, as illustrated
by the Fermi surface on the right. Adapted from Ref. [116].

Rashba SOC and extrinsic SOC due to impurities:

𝐻R = −𝛼
ℏ
�̂� × 𝒛 · 𝒑, (2.95)

𝐻ext = −𝜆
2

4ℏ
�̂� × ∇𝑉 (𝒓) · 𝒑, (2.96)

where 𝛼 represents the magnitude of the Rashba SOC, 𝒛 is the unit vector perpendicular to the
plane, 𝒑 denotes the momentum of conduction electrons, 𝜆 is the effective Compton wavelength,
and 𝑉 (𝒓) represents the impurity potential. In Ref. [115], the Boltzmann equation for the
distribution function was derived for this model and was utilized to analyze the charge current
converted from the spin current generated by SP via the IREE under the condition Δso𝜏/ℏ ≪ 1.

Reference [116] developed a theoretical framework for the IREE in a junction system con-
sisting of a ferromagnetic metal (FM), a normal-metal (NM), and a topological insulator (TI), as
illustrated in Fig. 2.12. In this system, the spin current generated in the FM by SP is converted
into a charge current in the surface states of the TI through the IREE induced by spin-momentum
locking, as shown in the right panel of Fig. 2.12. In the surface states of the TI, the spin orien-
tation is entirely locked to the momentum direction. In other words, this situation corresponds
to the regime where the spin splitting is exceedingly large, such that Δso ≫ ℏ/𝜏, 𝜖F, where 𝜖F
denotes the Fermi energy. The study specifically elucidated the impact of the interface between
the NM and TI on the IREE. The Boltzmann equation for the surface states of the TI is given as
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follows:

𝜕𝑇 �̂� 𝒑 + 𝒗 · ∇𝑹�̂� 𝒑 =
∑
𝒌

Γ𝒌 𝒑 ( 𝑓𝒌 − �̂� 𝒑) +
∑
𝒑′

Δ 𝒑 𝒑′ (�̂� 𝒑′ − �̂� 𝒑). (2.97)

Here, 𝑓𝒌 and �̂� 𝒑 denote the nonequilibrium distribution functions for the NM and the surface
states of the TI, respectively. The vector 𝒌 represents the three-dimensional momentum in
the NM, while 𝒑 corresponds to the two-dimensional momentum in the TI surface states.
Additionally, 𝒗 is the velocity of electrons in the TI surface states, 𝜕𝑇 denotes the time derivative,
and ∇𝑹 represents the spatial derivative with respect to the position 𝑹 on the TI surface. The
parameter Γ𝒌 𝒑 is the tunneling probability at the interface between the NM and the TI surface
states and Δ 𝒑 𝒑′ represents the scattering probability caused by defects or impurities in the TI
surface states. The tunneling probability Γ𝒌 𝒑 is modeled for both dirty and clean interface
conditions as follows:

dirty interface : Γ𝒌𝒒 =
𝜋𝑣2

0𝑛𝑠𝐶𝑡

ℏ𝐴
[1̂ + �̂� · (𝒛 × �̂�)]𝛿(𝜖𝒌 − 𝜖 𝒑), (2.98)

clean interface : Γ𝒌𝒒 =
𝜋𝑣2

𝑐𝐶𝑡
ℏ𝐴

[1̂ + �̂� · (𝒛 × �̂�)] (2𝜋)2𝛿(𝒌 ∥ − 𝒑)𝛿(𝜖𝒌 − 𝜖 𝒑). (2.99)

Here, 𝑣0 and 𝑣𝑐 represent the magnitudes of the tunneling potential at the interface between
the NM and the TI surface states, 𝑛𝑠 is the roughness defect density at the interface, 𝐴 denotes
the surface area, 1̂ is the identity matrix, �̂� represents the Pauli matrices, 𝒛 is the unit vector
normal to the surface, and �̂� is the unit vector indicating the direction of 𝒑. The parameter
𝐶𝑡 characterizes the overlap of the wave functions of the NM and the TI surface states in the
tunneling region, which is assumed to be independent of the electron momentum involved in the
tunneling process [117]. It should be noted that, for a clean interface, the in-plane momentum
𝒌 ∥ is conserved during the tunneling process. Reference [116] calculates the two-dimensional
charge current density generated on the TI surface via the IREE induced by SP for both dirty
and clean interfaces. The study reveals that the spin-to-charge conversion efficiency of the IREE
differs between these two types of interfaces.

2.5 Rashba-Edelstein Magnetoresistance (REMR)

In junction systems composed of ferromagnetic materials and heavy metals, it is well-established
that applying an electric current to the heavy metal induces the spin Hall magnetoresistance
(SMR) [73, 119–121]. This effect is driven by the combination of the SHE and the ISHE
within the bulk of the heavy metal, causing its electrical resistance to vary depending on the
spin orientation of the adjacent ferromagnetic material. For a long time, the SMR has been
described by using a phenomenological theory combining spin diffusion theory with spin-
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Figure 2.13: Experimental results of the REMR in CoFeB/Ag/Bi [118]. (a) When a charge
current 𝒋c is applied at the Ag/Bi interface, spin accumulation occurs due to the REE, generating
a spin current 𝒋REE

s directed towards CoFeB. (b) A backflow spin current 𝒋back
s from CoFeB

is converted into a charge current 𝒋 IREE
c at the Ag/Bi interface via the IREE. (c) Experimental

results of longitudinal resistance in the REMR. 𝛼, 𝛽, and 𝛾 represent the angle of the external
magnetic field applied to CoFeB. Adapted from Ref. [118].

mixing conductance at an interface [120]. Recently, a microscopic theory for the SMR has been
proposed [73, 122] and has been applied to several junction systems [121,123,124].

Recently, a magnetoresistance effect arising from combination of the REE and the IREE at the
interface has been observed. This phenomenon, called the Rashba-Edelstein magnetoresistance
(REMR), has been reported in various junction systems, such as Bi/Ag/CoFeB [118, 125, 126],
CoFe/Cu/Bi2O3 [127], Pt/Co [128,129], Cu[Pt]/YIG [130], LAO/STO [131], YIG/atomic layer
materials [132], and Cr/YIG [25]. Figure 2.13 illustrates an experimental example of the
REMR [118]. In the study, the REMR was observed in a system consisting of a ferromagnetic
CoFeB layer interfaced with Ag/Bi, which exhibits the Rashba SOC. When a charge current is
applied to the Ag/Bi interface, it is converted into a spin current flowing into the CoFeB layer via
the REE, as shown in Fig. 2.13(a). A portion of this spin current is absorbed by CoFeB, while
the rest returns to the Ag/Bi interface as a backflow spin current. As depicted in Fig. 2.13(b), this
backflow spin current is converted into an electric current at the Ag/Bi interface via the IREE,
modulating the charge current and electrical resistance at the interface. Since the magnitudes
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of the backflow spin current and the current converted from it depend on the orientation of
the localized spins in CoFeB, the electrical resistance of Ag/Bi becomes dependent on the spin
orientation of CoFeB. Figure 2.13(c) presents experimental results showing the longitudinal
resistance of the REMR as a function of the DC magnetic field applied to the ferromagnetic
material, demonstrating that the electrical resistance at the Ag/Bi interface varies with the spin
orientation in the ferromagnetic material.

Although theoretical studies on the REMR are actively being conducted [133–140], many
rely on phenomenological descriptions, which limits their predictive capability regarding the
spin-orientation dependence of electrical resistance. Moreover, the physical mechanism behind
the REMR remains not fully understood.

2.6 Detailed Purpose of this dissertation

Building on the review of prior studies provided earlier, the motivation and the research purposes
of this dissertation are presented in detail as follows. After describing the motivation behind
in Sec. 2.6.1, the three subjects studied in this dissertation are elaborated in the subsequent
subsections.

2.6.1 Motivation

In theoretical studies addressing spin injection at interfaces in magnetic junctions between fer-
romagnets and other substances, the LLG equation and spin mixing conductance, as introduced
in Sec. 2.3.2, have been widely adopted. However, spin mixing conductance, being a phe-
nomenological description based on scattering matrices, is insufficient for capturing dynamic
processes involving magnon exchange at the interface. To address this, this dissertation em-
ploys a microscopic Hamiltonian that describes interfacial interactions in FI-2DEG systems to
incorporate contributions from magnon-driven dynamic processes. By constructing a theory
based on microscopic Hamiltonian rather than phenomenological parameters, this dissertation
provides a foundation that is useful for comparison with experimental findings.

Additionally, as noted in Sec. 2.3.2, the concept of spin current has been predominantly
used in prior studies to describe spin transport. However, in systems with the Rashba SOC or
the Dresselhaus SOC, spin conservation does not hold, and hence the use of spin current has
several problems for describing spin transport phenomena [141, 142]. This dissertation adopts
an alternative framework [81] that characterizes spin transport without relying on the concept
of spin current, instead utilizing the Boltzmann equation.

Furthermore, in systems where the Rashba SOC and the Dresselhaus SOC are of equal
magnitude, several characteristic phenomena such as enhancement of spin relaxation time and
the persistent spin helix (PSH) state emerge (see Sec. 2.1.3). These phenomena are closely
related to the spin conservation law in 2DEG when the Rashba SOC and the Dresselhaus



2.6. DETAILED PURPOSE OF THIS DISSERTATION 37

SOC have completely the same amplitude. However, theoretical approaches employing the
relaxation-time approximation, such as those discussed in Sec. 2.4.2, fail to incorporate the spin
conservation law properly. This dissertation develops a theoretical framework that accounts for
spin conservation and demonstrates that this consideration leads to qualitatively distinct results
compared to those obtained without it, when the Rashba SOC and the Dresselhaus SOC are of
equal magnitude.

2.6.2 Spin pumping into 2DEG

As outlined in Sec. 2.3.2, previous studies on SP have relied on a phenomenological framework
based on the LLG equation and spin-mixing conductance. In my master thesis [69], a micro-
scopic theory of SP was developed for a junction system comprising an FI and a 2DEG with
the Rashba and Dresselhaus SOCs, which shares the same setup as this doctoral dissertation.
However, the calculations in the master thesis, which focused on the enhancement of the Gilbert
damping, did not account for impurity scattering-induced vertex corrections, thereby failing to
adequately incorporate the effects of spin conservation that arise when the two SOCs are of equal
strength. In Chap. 4, the enhancement of the Gilbert damping is re-evaluated with the vertex
corrections included, highlighting the critical role of these corrections when the two SOCs are of
nearly equal magnitude [48]. Furthermore, the chapter extends the discussion to the resonance
frequency shift in the FMR induced by SP [48].

2.6.3 IREE by SP

As described in Sec. 2.4.3, the IREE induced by SP has been studied previously in some
references. Ref. [115] focuses on the regime where the spin splitting of the conduction electron
energy band due to the Rashba SOC, Δso, is much smaller than the impurity scattering strength,
Γ, and the Fermi energy. On the other hand, Ref. [116] treated surface states of topological
insulators, which has only one spin-polarized band, indicating the limit of the large spin-
orbit interaction compared to Γ and the Fermi energy. In clean 2DEGs typically formed
on semiconductor surfaces, however, the regime where Δso is much larger than the impurity
scattering and is much smaller than the Fermi energy is often realized [49, 143]. Accordingly,
Chap. 5 develops a theoretical framework for the IREE induced by SP for such a regime
based on the Boltzmann equation derived from a microscopic model [81]. Furthermore, we
solve the Boltzmann equation without relaxation-time approximation for incorporating the spin
conservation law, which becomes important when the Rashba and Dressenhaus SOCs are of
nearly equal magnitude [49]. We note that this treatment corresponds to the consideration of
the vertex correction in spin pumping discussed in Chap. 4.
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2.6.4 Rashba-Edelstein magnetoresistance (REMR)

As introduced in Sec. 2.5, the REMR has been studied both experimentally and theoretically.
However, most theoretical approaches rely on phenomenological models, such as those involving
spin-mixing conductance. The anisotropic magnetoresistance (AMR) effect in diluted magnetic
semiconductors with the Rashba or Dresselhaus SOCs has been analyzed using the Boltzmann
equation [144, 145]. Their calculations can also be applied to the REMR in 2DEG since its
effective model is similar as their model. However, these analyses neglect dynamic contribu-
tions from magnons in a ferromagnet. In Chap. 6, a theoretical framework for the REMR is
constructed using the Boltzmann equation derived from a microscopic model, incorporating
dynamic processes mediated by magnons [50]. It is also demonstrated that the results for the
REMR are strongly dependent on the interfacial states [50].



Chapter 3

Model

In this chapter, we introduce a microscopic Hamiltonian for a junction system composed of
2DEG and FI, as shown in Fig. 3.1(a). This model is commonly used in the theoretical studies
given in Chaps. 4, 5, and 6.

3.1 Two-Dimensional Electron Gas (2DEG)

The Hamiltonian of the 2DEG with the Rashba and Dresselhaus SOCs is given by

𝐻kin =
∑
𝒌

(
𝑐†
𝒌↑ 𝑐†

𝒌↓

)
ℎ̂𝒌

(
𝑐𝒌↑
𝑐𝒌↓

)
, (3.1)

ℎ̂𝒌 = (𝜖𝒌 − 𝜇)1̂ + 𝛼(𝑘𝑦�̂�𝑥 − 𝑘𝑥�̂�𝑦) + 𝛽(𝑘𝑥�̂�𝑥 − 𝑘𝑦�̂�𝑦), (3.2)

Here, 𝑐†
𝒌𝜎

and 𝑐𝒌𝜎 are the creation and annihilation operators for conduction electrons with
wavevector 𝒌 = (𝑘𝑥 , 𝑘𝑦)𝑇 and spin 𝜎 =↑, ↓, 𝜖𝒌 = ℏ2(𝑘2

𝑥 + 𝑘2
𝑦)/2𝑚∗ is the kinetic energy, 𝑚∗ is

the effective mass, 𝜇 is the chemical potential, 1̂ is the identity matrix, 𝛼 and 𝛽 are the strengths
of the Rashba SOC and Dresselhaus SOC, and �̂� = (�̂�𝑥 , �̂�𝑦)𝑇 are the Pauli matrices. When the
wavevector is expressed in polar coordinates as 𝒌 = (|𝒌 | cos 𝜑, |𝒌 | sin 𝜑)𝑇 , we can rewrite Eq.
(3.2) as follows:

ℎ̂𝒌 = (𝜖𝒌 − 𝜇)1̂ − 𝒉eff (𝒌) · �̂�, (3.3)

𝒉eff (𝒌) = |𝒌 |
(
−𝛼 sin 𝜑 − 𝛽 cos 𝜑
𝛼 cos 𝜑 + 𝛽 sin 𝜑

)
. (3.4)

Here, 𝒉eff = (ℎ𝑥 , ℎ𝑦)𝑇 represents the effective Zeeman field felt by the conduction electrons. In
the following, assuming that the spin-splitting width due to SOC, 𝑘F𝛼 and 𝑘F𝛽, is sufficiently

39
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Figure 3.1: (a) The junction system studied in this dissertation. The red arrow 𝑺 represents
the localized spin in the FI. (b) The relationship between the laboratory frame (𝑥, 𝑦, 𝑧) and the
coordinate system (𝑥′, 𝑦′, 𝑧′) fixed to the localized spin in the FI.

small compared to the Fermi energy 𝜖F = ℏ2𝑘2
F/2𝑚∗ 1, we can approximate Eq. (3.4) using the

Fermi wavevector 𝑘F as follows:

𝒉eff (𝒌) ≃ 𝒉eff (𝜑) ≡ 𝑘F

(
−𝛼 sin 𝜑 − 𝛽 cos 𝜑
𝛼 cos 𝜑 + 𝛽 sin 𝜑

)
. (3.5)

The magnitude of this effective Zeeman field is given by

ℎeff (𝜑) ≡ |𝒉eff (𝜑) | = 𝑘F
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑, (3.6)

and using this, the eigenvalues of Eq. (3.3) can be written as follows:

𝐸
𝛾
𝒌
= 𝜖𝒌 + 𝛾ℎeff (𝜑). (3.7)

This represents the energy dispersion of the 2DEG conduction electrons, which are split into
two spin-polarized branches due to the Rashba and Dresselhaus SOCs. The label 𝛾 (= ±) is used
to denote these two spin-polarized subbands. The eigenstates corresponding to these energy

1In semiconductor heterostructures, the spin splitting widths 𝑘F𝛼 and 𝑘F𝛽 induced by SOC are typically
less than 1 meV. For instance, in GaAs/AlGaAs heterostructures [146], using values for the electron density
𝑛 = 5.0 × 1015 m−2 and the effective mass 𝑚∗ = 0.067𝑚 [147], where 𝑚 is an electron mass, 𝑘F𝛼 can be estimated
to be 0.07 meV. At this electron density, the Fermi wavenumber is 𝑘F =

√
2𝜋𝑛 ≃ 1.8 × 108 m−1, and the Fermi

energy is 𝜖F ≃ 20 meV. Therefore, the condition 𝜖F ≫ 𝑘F𝛼 is well satisfied.
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eigenvalues are given by:

|𝒌𝛾⟩ = 1
√

2

(
𝐶 (𝜑)
𝛾

)
, (3.8)

𝐶 (𝜑) ≡
−ℎ𝑥 (𝜑) + 𝑖ℎ𝑦 (𝜑)

ℎeff (𝜑)
. (3.9)

From these eigenstates, we can derive the transformation relation between the annihilation
operators for the 2DEG electrons in the 𝜎 (=↑, ↓) basis and the 𝛾 (= ±) basis

𝑐𝒌𝜎 =
∑
𝛾

𝐶𝜎𝛾 (𝜑)𝑐𝒌𝛾, (3.10)

𝐶↑𝛾 = 𝐶 (𝜑)/
√

2, 𝐶↓𝛾 = 𝛾/
√

2. (3.11)

For impurity scattering in the 2DEG, we use the following Hamiltonian for non-magnetic
impurity scattering

𝐻imp =
∑
𝑖

∑
𝜎

∫
𝑑𝒓 𝑣(𝒓 − 𝑹𝑖)𝜓†

𝜎 (𝒓)𝜓𝜎 (𝒓). (3.12)

Here, 𝜓𝜎 (𝒓) = A−1/2 ∑
𝒌 𝑒

𝑖𝒌·𝒓𝑐𝒌𝜎 represents the field operator for conduction electrons in the
2DEG with spin 𝜎. The term 𝑣(𝒓) is the impurity potential, 𝑹𝑖 denotes the position of the
impurities, and A is the area of the junction interface between the 2DEG and FI. For simplicity,
the impurity potential is assumed to be point-like and is described as 𝑣(𝒓) = 𝑢𝛿(𝒓), where 𝑢
is a constant representing the strength of the impurity scattering. In this case, the momentum
relaxation time 𝜏 due to non-magnetic impurity scattering can be expressed as 𝜏 = ℏ/Γ, where
Γ = 2𝜋𝑛imp𝑢

2𝐷 (𝜖F) is the energy broadening, 𝑛imp is the impurity concentration, and 𝐷 (𝜖F) is
the density of states per unit area and per spin at the Fermi energy. In the following, the focus will
be on the weak-impurity condition, Γ ≪ max(𝑘F𝛼, 𝑘F𝛽), where the effect of spin-momentum
locking in the 2DEG becomes prominent.

3.2 Ferromagnetic Insulator (FI)

We use the Heisenberg model as the Hamiltonian for the FI, given by

𝐻FI =
∑
⟨𝑖, 𝑗⟩

𝐽𝑖 𝑗𝑺𝑖 · 𝑺 𝑗 − ℏ𝛾g
∑
𝑖

𝒉dc · 𝑺𝑖, (3.13)

𝒉dc = (−ℎdc cos 𝜃,−ℎdc sin 𝜃, 0), . (3.14)

Here, 𝐽𝑖 𝑗 (< 0) represents the ferromagnetic exchange interaction, ⟨𝑖, 𝑗⟩ denotes pairs of nearest-
neighbor localized spins, 𝛾g(< 0) is the gyromagnetic ratio, and 𝒉dc is the static magnetic
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field applied externally in the 𝑥-𝑦 plane. The magnitude of this static magnetic field is denoted
by ℎdc, and 𝜃 represents the angle between the static magnetic field and the 𝑥-axis. In the
laboratory coordinate system (𝑥, 𝑦, 𝑧), the expectation value of the localized spin in the FI is
⟨𝑺𝑖⟩ = (⟨𝑆𝑥𝑖 ⟩, ⟨𝑆

𝑦
𝑖 ⟩, ⟨𝑆

𝑧
𝑖 ⟩) = (𝑆0 cos 𝜃, 𝑆0 sin 𝜃, 0). However, in the coordinate system (𝑥′, 𝑦′, 𝑧′)

where the 𝑥′-axis is fixed to the direction of the localized spin, as shown in Fig. 3.1(b),
the expectation value is ⟨𝑺𝑖⟩ = (⟨𝑆𝑥′𝑖 ⟩, ⟨𝑆

𝑦′

𝑖 ⟩, ⟨𝑆
𝑧′

𝑖 ⟩) = (𝑆0, 0, 0). The spin operators in these
coordinate systems are related through the following transformation:

©«
𝑆𝑥

′
𝑖

𝑆
𝑦′

𝑖

𝑆𝑧
′

𝑖

ª®®¬ =
©«

cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1

ª®®¬
©«
𝑆𝑥𝑖
𝑆
𝑦
𝑖

𝑆𝑧𝑖

ª®®¬ . (3.15)

Assuming that the temperature of the FI is much lower than the ferromagnetic transition temper-
ature and applying the Holstein-Primakoff transformation in the coordinate system (𝑥′, 𝑦′, 𝑧′),
we can approximate the localized spin operators using the magnon creation and annihilation
operators under the condition that the magnitude of the localized spin 𝑆0 is much larger than
unity, as follows:

𝑆𝑥
′+
𝑗 = 𝑆𝑦

′

𝑗 + 𝑖𝑆𝑧′𝑗 ≃ (2𝑆0)1/2𝑏 𝑗 , (3.16)

𝑆𝑥
′−
𝑗 = 𝑆𝑦

′

𝑗 − 𝑖𝑆𝑧′𝑗 ≃ (2𝑆0)1/2𝑏†𝑗 , (3.17)

𝑆𝑥
′
𝑗 = 𝑆0 − 𝑏†𝑗𝑏 𝑗 . (3.18)

Using the Fourier transform of the magnon annihilation operator, 𝑏 𝑗 = 𝑁−1/2
FI

∑
𝒒 𝑒

𝑖𝒒·𝒓 𝑗𝑏𝒒, we
can reduce the Hamiltonian of the FI in Eq. (3.13) to a harmonic oscillator-type Hamiltonian in
the leading order of 1/𝑆0 as follows (see also Sec. 2.2.2):

𝐻FI =
∑
𝒒

ℏ𝜔𝒒𝑏
†
𝒒𝑏𝒒, (3.19)

ℏ𝜔𝒒 = D𝒒2 + ℏ|𝛾g |ℎdc. (3.20)

Here, 𝑁FI represents the number of unit cells in the FI, 𝒒 = (𝑞𝑥 , 𝑞𝑦, 𝑞𝑧) is the three-dimensional
wavevector of the magnons, ℏ𝜔𝒒 is the magnon energy, and D denotes the spin stiffness.
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3.3 FI/2DEG Interface

In the laboratory frame, using the Pauli matrices �̂�𝑎 (𝑎 = 𝑥, 𝑦, 𝑧), we can express the spin
operator for the conduction electrons in the 2DEG as follows:

𝑠𝑎�̄� =
∑
𝜎,𝜎′

∑
𝒌

𝑐†
𝒌𝜎

(�̂�𝑎)𝜎𝜎′𝑐𝒌+�̄�𝜎, (𝑎 = 𝑥, 𝑦, 𝑧), (3.21)

Here, �̄� = (𝑞𝑥 , 𝑞𝑦) represents the wavevector of the conduction electrons in the 2DEG. The
spin operators in the laboratory frame (𝑥, 𝑦, 𝑧) and the spin operators in the coordinate system
(𝑥′, 𝑦′, 𝑧′), introduced in Sec. 3.2, are related through the following transformation:

©«
𝑠𝑥

′
𝑖

𝑠
𝑦′

𝑖

𝑠𝑧
′

𝑖

ª®®¬ =
©«

cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0

0 0 1

ª®®¬
©«
𝑠𝑥𝑖
𝑠
𝑦
𝑖

𝑠𝑧𝑖

ª®®¬ . (3.22)

From this relation, the spin operators in the wavevector representation in the (𝑥′, 𝑦′, 𝑧′) coordinate
system can be expressed as follows:

𝑠𝑥
′
�̄� =

1
2

∑
𝜎,𝜎′

∑
𝒌

𝑐†
𝒌𝜎

(�̂�𝑥′)𝜎𝜎′𝑐𝒌+�̄�𝜎′ , (3.23)

𝑠𝑥
′±
�̄� =

1
2

∑
𝜎,𝜎′

∑
𝒌

𝑐†
𝒌𝜎

(�̂�𝑥′±)𝜎𝜎′𝑐𝒌±�̄�𝜎′ . (3.24)

Here, �̂�𝑥′ and �̂�𝑥′± are given by the following expressions:

�̂�𝑥
′
= cos 𝜃 �̂�𝑥 + sin 𝜃 �̂�𝑦, (3.25)

�̂�𝑥
′± = − sin 𝜃 �̂�𝑥 + cos 𝜃 �̂�𝑦 ± 𝑖�̂�𝑧 . (3.26)

We describe the interfacial exchange coupling between the localized spins in the FI and the spins
of the 2DEG electrons at the FI/2DEG interface by the following Hamiltonian, using the spin
operators in the (𝑥′, 𝑦′, 𝑧′) coordinate system [48,49, 63, 70–79]:

𝐻int =
∑
𝒒

∑̄
𝒒

(𝑇𝒒,�̄�𝑆𝑥
′+
𝒒 𝑠𝑥

′−
�̄� + 𝑇∗

𝒒,�̄�𝑆
𝑥′−
𝒒 𝑠𝑥

′+
�̄� ) +

∑̄
𝒒

T0,�̄�𝑆0𝑠
𝑥′
�̄� , (3.27)

The first term in this Hamiltonian represents the effect of magnon absorption and emission at
the FI/2DEG interface, while the second term reflects the effect of the interfacial exchange bias,
which can be interpreted as the effective Zeeman field felt by the conduction electrons in the
2DEG. Here, 𝑇𝒒,�̄� and T0,�̄� represent the strength of the interfacial exchange coupling; these
terms take different forms depending on whether the FI/2DEG interface is dirty or clean, as
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follows:

dirty interface : 𝑇𝒒,�̄� = 𝑇, T0,�̄� = T̄ , (3.28)

clean interface : 𝑇𝒒,�̄� = 𝑇𝛿𝒒 ∥ ,�̄�, T0,�̄� = T̄ 𝛿�̄�,0, (3.29)

Here, 𝒒∥ = (𝑞𝑥 , 𝑞𝑦) represents the in-plane component of the magnon wavevector 𝒒 = (𝑞𝑥 , 𝑞𝑦, 𝑞𝑧),
𝛿𝒒 ∥ ,�̄� and 𝛿�̄�,0 are Kronecker deltas, and 𝑇 and T̄ are constants independent of the wavevec-
tor [117,148]. The key point is that at a clean interface, the in-plane momentum of the conduction
electrons in the 2DEG is conserved, while at a dirty interface, it is not conserved.



Chapter 4

Spin pumping

This chapter presents our study [48], which investigates a system composed of a ferromagnetic
insulator (FI) and a two-dimensional electron gas (2DEG) with the Rashba and Dresselhaus
spin-orbit couplings (SOCs), as shown in Fig. 4.1. In this setup, microwaves are applied to the
FI, leading to the ferromagnetic resonance (FMR) and consequent spin pumping (SP), which
injects a spin current from the FI into the 2DEG. This process results in enhanced Gilbert
damping in the FI/2DEG junction compared to the standalone FI, thereby broadening the FMR
absorption spectrum linewidth. Additionally, a shift in the FMR frequency occurs.

The broadening of the FMR absorption spectrum due to SP in junction systems, correspond-
ing to an enhancement of the Gilbert damping, is a well-established phenomenon. Its analysis has
conventionally employed a phenomenological approach based on the Landau-Lifshitz-Gilbert
(LLG) equation and spin mixing conductance. In this chapter, we analyze the enhancement of
the Gilbert damping using the microscopic Hamiltonian introduced in Chap. 3. This analysis
clarifies the contribution of magnon absorption and emission, represented by the first term in
Eq. (3.27), to the enhancement of the Gilbert damping. Moreover, the microscopic SP theory,
utilizing the interfacial interaction Hamiltonian in Eq. (3.27), has been applied to a variety of
systems in which ferromagnetic insulators are coupled with materials such as nickel-palladium
alloys [70], superconductors [72,76], graphene [74], and bismuth [63]. In this study, we develop
a theoretical framework for SP in a two-dimensional electron gas (2DEG) system featuring
spin-split energy bands induced by the Rashba and Dresselhaus spin-orbit couplings (SOCs).

This chapter addresses the calculation of both the enhanced Gilbert damping and the FMR
frequency shift, taking into account the vertex corrections due to impurity scattering in the 2DEG.
In the previous work [78], we calculated the enhancement of the Gilbert damping without the
vertex corrections for the same setup [69]. The vertex corrections enable the inclusion of various
conservation laws [149, 150], suggesting that the spin conservation law, which holds when the
Rashba SOC and the Dresselhaus SOC are of equal magnitude, can be effectively taken into
account. This chapter reveals significant differences between the results with and without the
vertex corrections when these two SOC strengths are identical.

45
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Figure 4.1: The junction system examined in this chapter. Microwave irradiation induces the
ferromagnetic resonance (FMR), resulting in spin injection from the ferromagnetic insulator
(FI) into the two-dimensional electron gas (2DEG) via spin pumping.

The chapter is structured as follows: in Sec. 4.1 we derive the temperature Green’s function
for the 2DEG, incorporating impurity scattering. In Sec. 4.2, we derive the magnon Green’s
function for the FI-2DEG junction and demonstrate that the enhanced Gilbert damping and FMR
frequency shift can be expressed through the spin susceptibility of the 2DEG. In Sec. 4.3 we
then calculate the spin susceptibility of the 2DEG, both with and without the vertex corrections
and obtain the expressions for the enhanced Gilbert damping and FMR frequency shift for each
case. Finally, in Secs. 4.4 and 4.5 we plot these results and discuss the effects of the vertex
corrections.

4.1 Green’s Function for a 2DEG

The temperature Green’s function for conduction electrons in a 2DEG is defined in the absence
of impurities as follows:

𝑔𝜎𝜎′ (𝒌, 𝜏) = −1
ℏ
⟨𝑇𝜏𝑐𝒌𝜎 (𝜏)𝑐†𝒌𝜎′⟩, (−ℏβ < 𝜏 < ℏβ) (4.1)

𝑐𝒌𝜎 (𝜏) = 𝑒𝐻kin𝜏/ℏ𝑐𝒌𝜎𝑒
−𝐻kin𝜏/ℏ. (4.2)

Here, 𝜏 represents imaginary time, 𝑇𝜏 denotes the imaginary-time-ordered product, β is the in-
verse temperature, 𝑐†

𝒌,𝜎
, 𝑐𝒌,𝜎 are the creation and annihilation operators for conduction electrons

in the 2DEG, and 𝐻kin is the Hamiltonian of the 2DEG introduced in Eq. (3.1). The equation of
motion for the temperature Green’s function of electrons in the absence of impurities, �̂�0(𝒌, 𝜏),
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Figure 4.2: The Dyson equation under the Born approximation for the Green’s function of
conduction electrons in a 2DEG. The bold (thin) line represents the Green’s function with
(without) impurity scattering, and the dashed line represents impurity scattering. Adapted from
Ref. [48].

is given by (
−ℏ1̂

𝜕

𝜕𝜏
− ℎ̂𝒌

)
�̂�0(𝒌, 𝜏) = 𝛿(𝜏)1̂, (−ℏβ < 𝜏 < ℏβ). (4.3)

Here, 1̂ denotes the 2 × 2 identity matrix. Using the fermionic Matsubara frequency 𝜔𝑚 =

(2𝑚 + 1)𝜋/(ℏβ), where 𝑚 is an integer, we can write the Fourier expansions of the temperature
Green’s function and the delta function as follows:

�̂�0(𝒌, 𝜏) =
1
ℏβ

∑
𝜔𝑚

𝑒−𝑖𝜔𝑚𝜏�̂�0(𝒌, 𝑖𝜔𝑚), 𝛿(𝜏) = 1
ℏβ

∑
𝜔𝑚

𝑒−𝑖𝜔𝑚𝜏 . (4.4)

By substituting these into Eq. (4.3), we obtain the temperature Green’s function,

�̂�0(𝒌, 𝑖𝜔𝑚) = (𝑖ℏ𝜔𝑚1̂ − ℎ̂𝒌)−1 =
(𝑖ℏ𝜔𝑚 − 𝜉𝒌)1̂ − 𝒉eff · �̂�
(𝑖ℏ𝜔𝑚 − 𝐸+

𝒌
) (𝑖ℏ𝜔𝑚 − 𝐸−

𝒌
) . (4.5)

Here, �̂�−1 represents the inverse of matrix �̂�, and 𝜉𝒌 = 𝜖𝒌 − 𝜇, where 𝜇 is the chemical potential.

Next, we calculate the temperature Green’s function for conduction electrons in a 2DEG
considering the effect of impurities, �̂�(𝒌, 𝑖𝜔𝑛), using the Dyson equation corresponding to the
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Feynman diagram in Fig. 4.2:

(�̂�(𝒌, 𝑖𝜔𝑚))−1 = (�̂�0(𝒌, 𝑖𝜔𝑚))−1 − Γ̂(𝑖𝜔𝑚). (4.6)

Here, Γ̂(𝑖𝜔𝑚) represents the self-energy due to the effect of impurity scattering. Within the
second-order perturbation theory of the impurity Hamiltonian 𝐻imp, as given in Eq. (3.12), we
can calculate the Feynman diagram for this self-energy shown in Fig. 4.3(a) as follows:

Γ̂(𝑖𝜔𝑚) =
𝑛imp𝑢

2

A
∑
𝒌

�̂�0(𝒌, 𝑖𝜔𝑚) = −𝑖Γ
2

sgn(𝜔𝑚)1̂. (4.7)

This calculation corresponds to the Born approximation. Here, sgn(𝑥) denotes the sign function,
and Γ ≡ 2𝜋𝑛imp𝑢

2𝐷 (𝜖F) is the parameter representing the strength of nonmagnetic impurity
scattering. Substituting Eqs. (4.5) and (4.7) into the Dyson equation, Eq. (4.6), yields the
following expression:

(�̂�(𝒌, 𝑖𝜔𝑚))−1 =

(
𝑖ℏ𝜔𝑚 − 𝜉𝒌 + 𝑖Γ

2 sgn(𝜔𝑚) ℎ𝑥 − 𝑖ℎ𝑦
ℎ𝑥 + 𝑖ℎ𝑦 𝑖ℏ𝜔𝑚 − 𝜉𝒌 + 𝑖Γ

2 sgn(𝜔𝑚)

)
. (4.8)

By calculating the inverse of this matrix, we obtain the expression for the temperature Green’s
function, considering the effect of impurities,

�̂�(𝒌, 𝑖𝜔𝑚) =
[𝑖ℏ𝜔𝑚 − 𝜉𝒌 + 𝑖Γsgn(𝜔𝑚)/2]1̂ − 𝒉eff · �̂�∏

𝛾=± [𝑖ℏ𝜔𝑚 − 𝐸𝛾
𝒌
+ 𝑖Γsgn(𝜔𝑚)/2]

. (4.9)

It should be noted that Eq. (4.7) represents the self-energy within the Born approximation.
However, when �̂�0(𝒌, 𝑖𝜔𝑚) in Eq. (4.7) is replaced with �̂�(𝒌, 𝑖𝜔𝑚) from Eq. (4.9), which
corresponds to the self-consistent Born approximation in Fig. 4.3(b), the self-energy yields the
same result:

Γ̂(𝑖𝜔𝑚) =
𝑛𝑖𝑢

2

A
∑
𝒌

�̂�(𝒌, 𝑖𝜔𝑚) = −𝑖Γ
2

sgn(𝜔𝑚)1̂. (4.10)

Therefore, the temperature Green’s function for conduction electrons in Eq. (4.9) is also a
solution under the self-consistent Born approximation.

4.2 Magnon Green’s Function in the FI/2DEG Junction Sys-
tem

In this section, we derive the magnon Green’s function in the FI/2DEG junction system. Let the
sum of the Hamiltonians for the 2DEG and FI, as given in Eq. (3.1) and Eq. (3.19), respectively,
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Figure 4.3: (a) Self-energy in the Born approximation. The thin line represents �̂�0(𝒌, 𝑖𝜔𝑚). (b)
Self-energy in the self-consistent Born approximation. The bold line denotes �̂�(𝒌, 𝑖𝜔𝑚).

be the unperturbed Hamiltonian 𝐻0 = 𝐻kin + 𝐻FI, and the interfacial exchange interaction
Hamiltonian in Eq. (3.27), 𝐻int, be the perturbative Hamiltonian. The perturbative expansion
of the magnon Green’s function with respect to 𝐻int can formally be written as

𝐺 (𝒌, 𝜏) = −1
ℏ

〈
𝑇𝜏𝑆

𝑥′+
𝐼,𝒌 (𝜏)𝑆

𝑥′−
𝐼,𝒌 (0) exp

(
−1
ℏ

∫ ℏβ

0
𝑑𝜏′′𝐻𝐼,int(𝜏′′)

)〉
𝑐

. (4.11)

Here, 𝑇𝜏 denotes the imaginary-time ordering operator, and ⟨· · · ⟩𝑐 indicates the thermal average
with respect to the unperturbed Hamiltonian, taken only for connected diagrams. Additionally,

𝑆𝑥
′±
𝐼,𝒌 (𝜏) = 𝑒

𝐻0𝜏/ℏ𝑆𝑥
′±
𝒌 𝑒−𝐻0𝜏/ℏ, (4.12)

𝐻𝐼,int(𝜏) = 𝑒𝐻0𝜏/ℏ𝐻int𝑒
−𝐻0𝜏/ℏ (4.13)

are operators in the interaction picture. However, from this point onward, the subscript 𝐼
indicating the interaction picture will be omitted. Considering up to second-order perturbation
terms in the expansion of Eq. (4.11), we obtain the following expression:

𝐺 (𝒌, 𝜏) = 𝐺0(𝒌, 𝜏) + 𝛿𝐺 (𝒌, 𝜏), (4.14)

𝛿𝐺 (𝒌, 𝜏) = 1
2!

(
−1
ℏ

)3∫ ℏβ

0
𝑑𝜏1

∫ ℏβ

0
𝑑𝜏2⟨𝑇𝜏𝑆𝑥

′+
𝒌 (𝜏)𝑆𝑥′−𝒌 (0)𝐻int(𝜏1)𝐻int(𝜏2)⟩𝑐 . (4.15)

Here, 𝐺0(𝒌, 𝜏) is the magnon Green’s function with respect to the unperturbed Hamiltonian 𝐻0,
given by the following equation:

𝐺0(𝒌, 𝜏) = −1
ℏ
⟨𝑇𝜏𝑆𝑥

′+
𝒌 (𝜏)𝑆𝑥′−𝒌 (0)⟩0. (4.16)

By substituting the interfacial exchange Hamiltonian for a clean interface system given in
Eqs. (3.27) and (3.29),

𝐻int(𝜏) =
∑
𝒌

[𝑇𝑆𝑥′+𝒌 (𝜏)𝑠𝑥′−𝒌 (𝜏) + 𝑇∗𝑆𝑥
′−
𝒌 (𝜏)𝑠𝑥′+𝒌 (𝜏)], (4.17)
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into Eq. (4.15) and applying the Bloch-De Dominicis theorem, we obtain the following equation,

𝛿𝐺 (𝒌, 𝜏) =
(
−1
ℏ

)3
|𝑇 |2

∫ ℏβ

0
𝑑𝜏1𝑑𝜏2

×
[
⟨𝑇𝜏𝑆𝑥

′+
𝒌 (𝜏)𝑆𝑥′−𝒌 (𝜏2)⟩0⟨𝑇𝜏𝑆𝑥

′+
𝒌 (𝜏1)𝑆𝑥

′−
𝒌 (0)⟩0⟨𝑇𝜏𝑠𝑥

′+
𝒌 (𝜏2)𝑠𝑥

′−
𝒌 (𝜏1)⟩0

]
=

∫ ℏβ

0
𝑑𝜏1𝑑𝜏2𝐺0(𝒌, 𝜏 − 𝜏2)Σ(𝒌, 𝜏2 − 𝜏1)𝐺0(𝒌, 𝜏1). (4.18)

Here, Σ(𝒌, 𝜏) represents the magnon self-energy with respect to the unperturbed Hamiltonian
𝐻0 and is expressed by the following equation:

Σ(𝒌, 𝜏) = − |𝑇 |2
ℏ

⟨𝑇𝜏𝑠𝑥
′+
𝒌 (𝜏)𝑠𝑥′−𝒌 (0)⟩0. (4.19)

Using the Fourier transforms with respect to the bosonic Matsubara frequency 𝜔𝑛 = 2𝜋𝑛/(ℏβ),
where 𝑛 is an integer

𝛿𝐺 (𝒌, 𝑖𝜔𝑛) =
∫ ℏβ

0
𝑑𝜏 𝑒𝑖𝜔𝑛𝜏𝛿𝐺 (𝒌, 𝜏), 𝛿𝐺 (𝒌, 𝜏) = 1

ℏβ

∑
𝑖𝜔𝑛

𝑒−𝑖𝜔𝑛𝜏𝛿𝐺 (𝒌, 𝑖𝜔𝑛), (4.20)

Σ(𝒌, 𝑖𝜔𝑛) =
∫ ℏβ

0
𝑑𝜏 𝑒𝑖𝜔𝑛𝜏Σ(𝒌, 𝜏), Σ(𝒌, 𝜏) = 1

ℏβ

∑
𝑖𝜔𝑛

𝑒−𝑖𝜔𝑛𝜏Σ(𝒌, 𝑖𝜔𝑛), (4.21)

we can rewrite Eq. (4.18) as follows:

𝛿𝐺 (𝒌, 𝑖𝜔𝑛) = 𝐺0(𝒌, 𝑖𝜔𝑛)Σ(𝒌, 𝑖𝜔𝑛)𝐺0(𝒌, 𝑖𝜔𝑛). (4.22)

The Feynman diagram for this equation corresponds to the second term on the right-hand side of
Fig. 4.4. As shown in Fig. 4.4, 𝐺 (𝒌, 𝑖𝜔𝑛) can be expanded perturbatively through the repeated
structure of the same type of diagram. This expansion can be written as follows:

𝐺 (𝒌, 𝑖𝜔𝑛) = 𝐺0(𝒌, 𝑖𝜔𝑛) + 𝐺0(𝒌, 𝑖𝜔𝑛)Σ(𝒌, 𝑖𝜔𝑛)𝐺0(𝒌, 𝑖𝜔𝑛)
+ 𝐺0(𝒌, 𝑖𝜔𝑛)Σ(𝒌, 𝑖𝜔𝑛)𝐺0(𝒌, 𝑖𝜔𝑛)Σ(𝒌, 𝑖𝜔𝑛)𝐺0(𝒌, 𝑖𝜔𝑛) + · · ·

=
𝐺0(𝒌, 𝑖𝜔𝑛)

1 − 𝐺0(𝒌, 𝑖𝜔𝑛)Σ(𝒌, 𝑖𝜔𝑛)
=

1
𝐺0(𝒌, 𝑖𝜔𝑛)−1 − Σ(𝒌, 𝑖𝜔𝑛)

. (4.23)

This is the Dyson equation for the magnon Green’s function. Here, 𝐺0(𝒌, 𝑖𝜔𝑛) represents the
magnon Green’s function in the FI system alone. Using Eq. (4.16) and the Fourier transform for
the Green’s function given by Eq. (4.20), we can express 𝐺0(𝒌, 𝑖𝜔𝑛) as follows:

𝐺0(𝒌, 𝑖𝜔𝑛) =
2𝑆0/ℏ

𝑖𝜔𝑛 − 𝜔𝒌 − 𝛼G |𝜔𝑛 |
. (4.24)
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Figure 4.4: The Dyson equation for the magnon Green’s function. The wavy line represents 𝐺0,
while the double wavy line denotes 𝐺.

Here, 𝛼G is the phenomenologically introduced the Gilbert damping constant. The expression
for Σ(𝒌, 𝑖𝜔𝑛) in Eq. (4.23) is given by Eqs. (4.19) and (4.21) within the framework of second-
order perturbation theory with respect to the interfacial interaction. Using the expression for the
spin susceptibility per unit area of the 2DEG,

𝜒(𝒌, 𝜏) = − 1
ℏA ⟨𝑇𝜏𝑠𝑥

′+
𝒌 (𝜏)𝑠𝑥′−𝒌 (0)⟩0, 𝜒(𝒌, 𝑖𝜔𝑛) =

∫ ℏβ

0
𝑑𝜏 𝜒(𝒌, 𝜏)𝑒𝑖𝜔𝑛𝜏 . (4.25)

we can rewrite Eqs. (4.19) and (4.21) as follows:

Σ(𝒌, 𝑖𝜔𝑛) = |𝑇 |2A𝜒(𝒌, 𝑖𝜔𝑛). (4.26)

In other words, within the second-order perturbation theory of the interfacial interaction, the
effect of the interfacial interaction appears only in the coefficient of Eq. (4.26). Therefore, to
obtain the magnon self-energy, it is sufficient to calculate the spin susceptibility of the conduction
electrons in the 2DEG alone.

The retarded component of Green’s function can be obtained by performing the analytic
continuation, replacing the Matsubara frequency with 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿. Applying this analytic
continuation to Eq. (4.23) and setting 𝒌 = 0 gives the retarded magnon Green’s function, which
corresponds to the uniform precession of localized spins in the FI during the FMR:

𝐺𝑅 (0, 𝜔) = 2𝑆0/ℏ
𝜔 − (𝜔0 + 𝛿𝜔0) + 𝑖(𝛼G + 𝛿𝛼G)𝜔

, (4.27)

𝛿𝜔0
𝜔0

≃ 2𝑆0 |𝑇 |2A
ℏ𝜔0

Re 𝜒𝑅 (0, 𝜔0), (4.28)

𝛿𝛼G ≃ −2𝑆0 |𝑇 |2A
ℏ𝜔0

Im 𝜒𝑅 (0, 𝜔0). (4.29)

Here, 𝜔𝒌=0 = 𝛾gℎdc represents the FMR frequency, and 𝛿𝜔0 and 𝛿𝛼G represent the shift in the
FMR resonance frequency and the modulation of the Gilbert damping, respectively, due to the
junction between the FI and the 2DEG. In Eqs. (4.28) and (4.29), we assume that the linewidth of
the FMR absorption spectrum is sufficiently narrow (𝛼G + 𝛿𝛼G ≪ 1), and replace the microwave
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Figure 4.5: Spin susceptibility without considering the vertex corrections. The bold line
represents the Green’s function of the 2DEG, �̂�(𝒌, 𝑖𝜔𝑚), which accounts for impurity scattering
and is given by Eq. (4.9).

frequency 𝜔 by the FMR frequency 𝜔0. From Eqs. (4.28) and (4.29), it is clear that 𝛿𝜔0 and
𝛿𝛼G are determined by the uniform spin susceptibility of the conduction electrons in the 2DEG,
𝜒𝑅 (0, 𝜔0).

4.3 Spin Susceptibility of the 2DEG

4.3.1 Calculation without vertex corrections

In this section, we calculate the spin susceptibility 𝜒0 of the 2DEG without considering the
vertex corrections after Ref. [78]. First, by substituting Eq. (3.24) into Eq. (4.25), the spin
susceptibility for 0 < 𝜏 < ℏβ can be expressed as follows:

𝜒(𝒌, 𝜏) = − 1
ℏA ⟨𝑇𝜏𝑠𝑥

′+
𝒌 (𝜏)𝑠𝑥′−𝒌 (0)⟩0

= − 1
4ℏA

∑
𝜎,𝜎′,𝜎′′,𝜎′′′

∑
𝒌1,𝒌2

(𝜎𝑥′+)𝜎𝜎′ (𝜎𝑥′−)𝜎′′𝜎′′′ ⟨𝑇𝜏𝑐†𝒌1𝜎
(𝜏)𝑐𝒌1+𝒌𝜎′ (𝜏)𝑐†

𝒌2𝜎′′ (0)𝑐𝒌2−𝒌𝜎′′′ (0)⟩𝑐 .

(4.30)

By incorporating the impurity potential given by Eq. (3.12) perturbatively and considering only
the contributions from the Feynman diagrams in Fig. 4.5, the spin susceptibility in Eq. (4.30)
can be expressed as follows:

𝜒0(𝒌, 𝜏) =
ℏ

4A
∑

𝜎,𝜎′,𝜎′′,𝜎′′′

∑
𝒌′

(𝜎𝑥′+)𝜎𝜎′ (𝜎𝑥′−)𝜎′′𝜎′′′𝑔𝜎′′′𝜎 (𝒌′,−𝜏)𝑔𝜎′𝜎′′ (𝒌′ + 𝒌, 𝜏). (4.31)
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Then, by applying the Fourier transform with respect to imaginary time 𝜏 to the above equation,
where 𝜔𝑚 is the Matsubara frequency for electrons, we obtain the following expression

𝜒0(𝒌, 𝑖𝜔𝑛) =
1

4βA
∑
𝒌′,𝑖𝜔𝑚

Tr
[
�̂�(𝒌′, 𝑖𝜔𝑚)�̂�𝑥

′+�̂�(𝒌′ + 𝒌, 𝑖𝜔𝑚 + 𝑖𝜔𝑛)�̂�𝑥
′−] . (4.32)

Here, �̂�(𝒌, 𝑖𝜔𝑚) is the temperature Green’s function of the 2DEG, which accounts for impurity
scattering and is given by Eq. (4.9). By substituting this Green’s function into Eq. (4.32) and
conducting analytic continuation 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿, we obtain the following expression for the
retarded component of the uniform spin susceptibility

𝜒𝑅0 (0, 𝜔) = Re 𝜒𝑅0 (0, 𝜔) + 𝑖 Im 𝜒𝑅0 (0, 𝜔), (4.33)

Re 𝜒𝑅0 (0, 𝜔) = −1
4

∑
𝛾,𝛾′

𝐷 (𝜖F)
∫ 2𝜋

0

𝑑𝜑

2𝜋
[1 − 𝛾 �̂�eff (𝜑) · �̂�] [1 + 𝛾′�̂�eff (𝜑) · �̂�]

×
(𝐸𝛾

𝒌
− 𝐸𝛾

′

𝒌
)(ℏ𝜔 + 𝐸𝛾

𝒌
− 𝐸𝛾

′

𝒌
) + Γ2

(ℏ𝜔 + 𝐸𝛾
𝒌
− 𝐸𝛾′

𝒌
)2 + Γ2

, (4.34)

Im 𝜒𝑅0 (0, 𝜔) = −1
4

∑
𝛾,𝛾′

𝐷 (𝜖F)
∫ 2𝜋

0

𝑑𝜑

2𝜋
[1 − 𝛾 �̂�eff (𝜑) · �̂�] [1 + 𝛾′�̂�eff (𝜑) · �̂�]

× Γℏ𝜔

(ℏ𝜔 + 𝐸𝛾
𝒌
− 𝐸𝛾′

𝒌
)2 + Γ2

. (4.35)

Here, 𝐷 (𝜖F) is the density of states per unit area and per spin at the Fermi energy of the 2DEG
electrons, �̂�eff (𝜑) = 𝒉eff (𝜑)/ℎeff (𝜑) is the unit vector representing the direction of the effective
Zeeman magnetic field generated by the Rashba and Dresselhaus SOCs, and �̂� = (cos 𝜃, sin 𝜃)
is the vector representing the direction of the localized spins in the FI. Using Eqs. (4.28), (4.29),
(4.34) and (4.35), we can write the shift in the FMR frequency and the modulation of the Gilbert
damping without considering the vertex corrections as follows:

𝛿𝜔nv
0

𝜔0
≃ 2𝑆0 |𝑇 |2A

ℏ𝜔0
Re 𝜒𝑅0 (0, 𝜔0), (4.36)

𝛿𝛼nv
G ≃ −2𝑆0 |𝑇 |2A

ℏ𝜔0
Im 𝜒𝑅0 (0, 𝜔0). (4.37)
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Equation (4.37) can be written as the sum of three contributions as follows [78]:

𝛿𝛼G = 𝛿𝛼G,1 + 𝛿𝛼G,2 + 𝛿𝛼G,3 (4.38)

𝛿𝛼G,1 = 𝛼G,0

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝐹 (ℏ𝜔0)

1 − ( �̂�eff · �̂�)2

2
, (4.39)

𝛿𝛼G,2 = 𝛼G,0

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝐹 (ℏ𝜔0 − 2ℎeff)

(1 + �̂�eff · �̂�)2

4
, (4.40)

𝛿𝛼G,3 = 𝛼G,0

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝐹 (ℏ𝜔0 + 2ℎeff)

(1 − �̂�eff · �̂�)2

4
, (4.41)

𝐹 (𝑥) = Γ/𝜋Δ0

(𝑥/Δ0)2 + (Γ/Δ0)2 . (4.42)

Here, Δ0 = 𝑘F𝛼 is a constant with the dimension of energy, 𝛼G,0 = 2𝜋𝑆0 |𝑇 |2A𝐷 (𝜖F)/Δ0 is a
dimensionless constant, and 𝐹 (𝑥) is a Lorentzian function. The term 𝛿𝛼G,1 peaks when ℏ𝜔0 = 0
and �̂�eff ⊥ �̂�, representing an elastic process of the magnon sensing the effective Zeeman field
of the 2DEG conduction electrons as a transverse field. Additionally, 𝛿𝛼G,2 (𝛿𝛼G,3) peaks when
ℏ𝜔0 = 2ℎeff (ℏ𝜔0 = −2ℎeff) and �̂�eff ∥ �̂� (�̂�eff ∥ −�̂�), representing an inelastic process of
magnons being absorbed (emitted) by conduction electrons in the 2DEG, causing the electrons
to undergo spin-flip transitions between spin-split subbands.

4.3.2 Vertex corrections

In this section, we calculate the spin susceptibility of conduction electrons in a 2DEG following
Ref. [48], considering the vertex corrections within the framework of the Born approxima-
tion [151] and the ladder approximation [148, 152]. This spin susceptibility is described by the
Feynman diagram shown in Fig. 4.6(a), which corresponds to

𝜒(0, 𝑖𝜔𝑛) =
1

4βA
∑
𝒌,𝑖𝜔𝑚

Tr
[
�̂�(𝒌, 𝑖𝜔𝑚)Γ̂(𝒌, 𝑖𝜔𝑚, 𝑖𝜔𝑛)�̂�(𝒌, 𝑖𝜔𝑚 + 𝑖𝜔𝑛)�̂�𝑥

′−
]
. (4.43)

Here, Γ̂(𝒌, 𝑖𝜔𝑚, 𝑖𝜔𝑛) is the 2 × 2 matrix vertex function, which follows the Bethe-Salpeter
equation corresponding to Fig. 4.6 (b) as given below:

Γ𝜎′𝜎 (𝒌, 𝑖𝜔𝑚, 𝑖𝜔𝑛)

= (�̂�𝑥′+)𝜎′𝜎 +
𝑢2𝑛imp

A
∑
𝒒

∑
𝜎1𝜎2

𝑔𝜎′𝜎2 (𝒒, 𝑖𝜔𝑚)Γ𝜎2𝜎1 (𝒒, 𝑖𝜔𝑚, 𝑖𝜔𝑛)𝑔𝜎1𝜎 (𝒒, 𝑖𝜔𝑚 + 𝑖𝜔𝑛). (4.44)



4.3. SPIN SUSCEPTIBILITY OF THE 2DEG 55

(a)

(b)

Figure 4.6: (a) Uniform spin susceptibility, considering the vertex corrections. (b) The Bethe-
Salpeter equation for the ladder-type vertex function within the framework of the Born approxi-
mation. The dashed line represents impurity scattering. Adapted from Ref. [48].

Since the right-hand side is independent of the wavevector 𝒌, the vertex function is henceforth
written as Γ̂(𝑖𝜔𝑚, 𝑖𝜔𝑛). We expand this vertex function using Pauli matrices as follows:

Γ̂(𝑖𝜔𝑚, 𝑖𝜔𝑛) ≡ 𝐸 1̂ + 𝑋�̂�𝑥′ + 𝑌�̂�𝑦′ + 𝑍�̂�𝑧′ . (4.45)

Equation (4.44) is solved below to determine 𝐸 , 𝑋 , 𝑌 , and 𝑍 self-consistently. The Green’s
function of the 2DEG conduction electrons in Eq. (4.44) is given by Eq. (4.9) as follows:

�̂�(𝒒, 𝑖𝜔𝑚) =
𝐴1̂ + 𝐵�̂�𝑥′ + 𝐶�̂�𝑦′

𝐷
, (4.46)

𝐴(𝑖𝜔𝑚) = 𝑖ℏ𝜔𝑚 − 𝜉𝒒 +
𝑖Γ
2

sgn(𝜔𝑚), (4.47)

𝐵 = −ℎeff cos(𝜙 − 𝜃), (4.48)

𝐶 = −ℎeff sin(𝜙 − 𝜃), (4.49)

𝐷 (𝑖𝜔𝑚) =
∏
𝛾=±

[𝑖ℏ𝜔𝑚 − 𝐸𝛾𝒒 +
𝑖Γ
2

sgn(𝜔𝑚)] . (4.50)

Here, 𝜙 is the azimuthal angle of the effective Zeeman field, defined as

𝒉eff (𝜑) = (ℎeff cos 𝜙, ℎeff sin 𝜙, 0), (4.51)

ℎeff (𝜑) ≡ |𝒉eff (𝜑) | ≃ 𝑘F
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑. (4.52)
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Using Eqs. (4.45) and (4.46), we can write the second term of Eq. (4.44) as follows:

𝑢2𝑛imp

A
∑
𝒒

�̂�(𝒒, 𝑖𝜔𝑚)Γ̂(𝑖𝜔𝑚, 𝑖𝜔𝑛)�̂�(𝒒, 𝑖𝜔𝑚 + 𝑖𝜔𝑛) = 𝐸′1̂ + 𝑋′�̂�𝑥
′ + 𝑌 ′�̂�𝑦

′ + 𝑍′�̂�𝑧′ . (4.53)

Here, the coefficients of the identity matrix and Pauli matrices in Eqs. (4.53) and (4.45) are
related by the following expressions:

©«
𝐸′

𝑋′

𝑌 ′

𝑍′

ª®®®®®¬
=

©«
Λ0 + Λ1 0 0 0

0 Λ0 + Λ2 Λ3 0
0 Λ3 Λ0 − Λ2 0
0 0 0 Λ0 − Λ1

ª®®®®®¬
©«
𝐸

𝑋

𝑌

𝑍

ª®®®®®¬
, (4.54)

where Λ 𝑗 (𝑖𝜔𝑚, 𝑖𝜔𝑛) ( 𝑗 = 0, 1, 2, 3) can be expressed as follows:

Λ0(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑢2𝑛imp

A
∑
𝒒

𝐴(𝑖𝜔𝑚)𝐴(𝑖𝜔𝑚 + 𝑖𝜔𝑛)
𝐷 (𝑖𝜔𝑚)𝐷 (𝑖𝜔𝑚 + 𝑖𝜔𝑛)

, (4.55)

Λ1(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑢2𝑛imp

A
∑
𝒒

ℎ2
eff

𝐷 (𝑖𝜔𝑚)𝐷 (𝑖𝜔𝑚 + 𝑖𝜔𝑛)
, (4.56)

Λ2(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑢2𝑛imp

A
∑
𝒒

ℎ2
eff cos 2(𝜙 − 𝜃)

𝐷 (𝑖𝜔𝑚)𝐷 (𝑖𝜔𝑚 + 𝑖𝜔𝑛)
, (4.57)

Λ3(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑢2𝑛imp

A
∑
𝒒

ℎ2
eff sin 2(𝜙 − 𝜃)

𝐷 (𝑖𝜔𝑚)𝐷 (𝑖𝜔𝑚 + 𝑖𝜔𝑛)
. (4.58)

Here, we used the following fact: by replacing the summation over the wavevectors with the
following formula

1
A

∑
𝒒

(· · · ) ≃ 𝐷 (𝜖F)
∫ ∞

−∞
𝑑𝜉

∫ 2𝜋

0

𝑑𝜑

2𝜋
(· · · ), (4.59)

where integrals are taken over the energy 𝜉 ≡ 𝜉𝒒 and the wavevector angle 𝜑, the first-order
terms of 𝐵 and 𝐶 vanish due to the integration over the wavevector angle. Using Eq. (4.59), we
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can rewrite Eqs. (4.55)-(4.58) as follows:

Λ0(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋

∑
𝛾,𝛾′

𝐼𝛾𝛾′ , (4.60)

Λ1(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋

∑
𝛾,𝛾′

𝛾𝛾′𝐼𝛾𝛾′ , (4.61)

Λ2(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋
cos 2(𝜑 − 𝜃)

∑
𝛾,𝛾′

𝛾𝛾′𝐼𝛾𝛾′ , (4.62)

Λ3(𝑖𝜔𝑚, 𝑖𝜔𝑛) =
𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋
sin 2(𝜑 − 𝜃)

∑
𝛾,𝛾′

𝛾𝛾′𝐼𝛾𝛾′ . (4.63)

Here, 𝐼𝛾𝛾′ is defined as follows:

𝐼𝛾𝛾′ =
∫ ∞

−∞

𝑑𝜉

2𝜋𝑖
1

𝑖ℏ𝜔𝑚 − 𝜉 − 𝛾ℎeff + 𝑖(Γ/2)sgn(𝜔𝑚)

× 1
𝑖ℏ(𝜔𝑚 + 𝜔𝑛) − 𝜉 − 𝛾′ℎeff + 𝑖(Γ/2)sgn(𝜔𝑚 + 𝜔𝑛)

. (4.64)

In Eq. (4.64), 𝐼𝛾𝛾′ = 0 for 𝜔𝑚 > 0 and 𝜔𝑚 + 𝜔𝑛 > 0, as indicated by the residue theorem,
since both poles of the integral are located in the upper half-plane of the complex 𝜉-plane.
Similarly, for 𝜔𝑚 < 0 and 𝜔𝑚 + 𝜔𝑛 < 0, we find 𝐼𝛾𝛾′ = 0 because both poles are located in the
lower half-plane of the complex 𝜉-plane. Assuming 𝜔𝑛 > 0, we evaluate 𝐼𝛾𝛾′ for 𝜔𝑚 < 0 and
𝜔𝑚 + 𝜔𝑛 > 0 using the residue theorem as follows:

𝐼𝛾𝛾′ =
1

𝑖ℏ𝜔𝑛 + (𝛾 − 𝛾′)ℎeff + 𝑖Γ . (4.65)

Using these results, we obtain the following expression:

Λ 𝑗 (𝑖𝜔𝑚, 𝑖𝜔𝑛) = 𝜃 (−𝜔𝑚)𝜃 (𝜔𝑚 + 𝜔𝑛)Λ̃ 𝑗 (𝑖𝜔𝑛), (4.66)

Λ̃ 𝑗 (𝑖𝜔𝑛) =
𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋

∑
𝛾,𝛾′=±

𝑓 𝑗 (𝛾, 𝛾′, 𝜑)
𝑖ℏ𝜔𝑛 + (𝛾 − 𝛾′)ℎeff (𝜑) + 𝑖Γ

. (4.67)

Here, 𝜃 (𝑥) is the step function and 𝑓 𝑗 (𝛾, 𝛾′, 𝜑) ( 𝑗 = 0, 1, 2, 3) is written as follows:

𝑓0(𝛾, 𝛾′, 𝜑) = 1, (4.68)

𝑓1(𝛾, 𝛾′, 𝜑) = 𝛾𝛾′, (4.69)

𝑓2(𝛾, 𝛾′, 𝜑) = 𝛾𝛾′ cos 2[𝜙(𝜑) − 𝜃], (4.70)

𝑓3(𝛾, 𝛾′, 𝜑) = 𝛾𝛾′ sin 2[𝜙(𝜑) − 𝜃] . (4.71)
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(a) (b)

Figure 4.7: Schematic of the complex integration contour: (a) the original contour, and (b) the
modified contour. Adapted from Ref. [48].

Upon substituting Eqs. (4.45) and (4.53) into Eq. (4.44), the resulting expression is as follows:

𝐸 1̂ + 𝑋�̂�𝑥′ + 𝑌�̂�𝑦′ + 𝑍�̂�𝑧′ = �̂�𝑥′+ + 𝐸′1̂ + 𝑋′�̂�𝑥
′ + 𝑌 ′�̂�𝑦

′ + 𝑍′�̂�𝑧′ . (4.72)

Substituting Eq. (4.54) into 𝐸′, 𝑋′, 𝑌 ′, 𝑍′ in the equation above, we obtain the following solutions
for 𝐸, 𝑋,𝑌, 𝑍

𝐸 = 0, (4.73)

𝑋 =
Λ3

(1 − Λ0)2 − Λ2
2 − Λ2

3
, (4.74)

𝑌 =
1 − Λ0 − Λ2

(1 − Λ0)2 − Λ2
2 − Λ2

3
, (4.75)

𝑍 =
𝑖

1 − Λ0 + Λ1
. (4.76)

In this manner, the vertex function Γ̂(𝑖𝜔𝑚, 𝑖𝜔𝑛) in Eq. (4.45) is determined self-consistently.

Substituting the vertex function in Eq. (4.45) along with the Green’s function from Eq. (4.46)
into Eq. (4.43) yields the following expression:

𝜒(0, 𝑖𝜔𝑛) =
1

4βA
∑
𝒌,𝑖𝜔𝑚

2
𝐷𝐷′

[
2𝐵𝐶𝑋 + (𝐴𝐴′ − 𝐵2 + 𝐶2)𝑌 − 𝑖(𝐴𝐴′ − 𝐵2 − 𝐶2)𝑍

]
. (4.77)
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Then, by introducing (𝑋1, 𝑋2, 𝑋3) = (𝑋,𝑌, 𝑍) and

I𝛾𝛾′, 𝑗 ≡
1
β

∑
𝑖𝜔𝑚

𝑋 𝑗

𝑖ℏ𝜔𝑚 − 𝐸𝛾
𝒌
+ 𝑖Γ/2 sgn(𝜔𝑚)

· 1
𝑖ℏ𝜔𝑚 + 𝑖ℏ𝜔𝑛 − 𝐸𝛾

′

𝒌
+ 𝑖Γ/2 sgn(𝜔𝑚 + 𝜔𝑛)

, (4.78)

we can rewrite Eq. (4.77) as follows:

𝜒(0, 𝑖𝜔𝑛) =
1

8A
∑
𝒌

∑
𝛾,𝛾′

[
𝛾𝛾′ sin 2(𝜙 − 𝜃) I𝛾𝛾′,1 +

{
1 − 𝛾𝛾′ cos 2(𝜙 − 𝜃)

}
I𝛾𝛾′,2 − 𝑖(1 − 𝛾𝛾′)I𝛾𝛾′,3

]
.

(4.79)

According to the method of residue integration, I𝛾𝛾′, 𝑗 for𝜔𝑛 > 0 can be evaluated by performing
a complex integration along the contour C shown in Fig. 4.7 (a). This contour can be decomposed
into the four contours C𝑙 (𝑙 = 1, 2, 3, 4) depicted in Fig. 4.7 (b), allowing I𝛾𝛾′, 𝑗 to be expressed
as follows:

I𝛾𝛾′, 𝑗 =
4∑
𝑙=1

IC𝑙

𝛾𝛾′, 𝑗 , (4.80)

IC𝑙

𝛾𝛾′, 𝑗 = −
∫

C𝑙

𝑑𝑧

2𝜋𝑖
𝑓 (𝑧)𝑋 𝑗 (𝑧, 𝑖𝜔𝑛)

𝑧 − 𝐸𝛾
𝒌
+ 𝑖Γ/2 sgn(Im 𝑧)

· 1
𝑧 + 𝑖ℏ𝜔𝑛 − 𝐸𝛾

′

𝒌
+ 𝑖Γ/2 sgn(Im 𝑧 + 𝜔𝑛)

, (4.81)

Here, 𝑓 (𝑧) = 1/(𝑒β𝑧 + 1) is the Fermi distribution function. First, for contributions from the
contours C2 and C3, in the region 0 < Im 𝑧 < 𝜔𝑛, 𝑋 𝑗 (𝑧, 𝑖𝜔𝑛) is independent of 𝑧. Defining this
as �̃� 𝑗 (𝑖𝜔𝑛), we can calculate the contributions as follows:

IC2
𝛾𝛾′, 𝑗 + I𝐶3

𝛾𝛾′, 𝑗 = −�̃� 𝑗 (𝑖𝜔𝑛)
∫

𝑑𝐸

2𝜋𝑖
𝑓 (𝐸)

[
− 1
𝐸 − 𝐸𝛾

𝒌
− 𝑖Γ/2

1
𝐸 + 𝑖ℏ𝜔𝑛 − 𝐸𝛾

′

𝒌
+ 𝑖Γ/2

+ 1
𝐸 − 𝑖ℏ𝜔𝑛 − 𝐸𝛾𝒌 − 𝑖Γ/2

1
𝐸 − 𝐸𝛾′

𝒌
+ 𝑖Γ/2

]
. (4.82)

Here, from Eqs. (4.74)-(4.76), we can express �̃� 𝑗 (𝑖𝜔𝑛) as follows:

�̃�1(𝑖𝜔𝑛) =
Λ̃3(𝑖𝜔𝑛)

(1 − Λ̃0(𝑖𝜔𝑛))2 − Λ̃2(𝑖𝜔𝑛)2−Λ̃3(𝑖𝜔𝑛)2
, (4.83)

�̃�2(𝑖𝜔𝑛) =
1 − Λ̃0(𝑖𝜔𝑛) − Λ̃2(𝑖𝜔𝑛)

(1 − Λ̃0(𝑖𝜔𝑛))2 − Λ̃2(𝑖𝜔𝑛)2−Λ̃3(𝑖𝜔𝑛)2
, (4.84)

�̃�3(𝑖𝜔𝑛) =
𝑖

1 − Λ̃0(𝑖𝜔𝑛) + Λ̃1(𝑖𝜔𝑛)
. (4.85)

Then, by changing the integration variable in the first term (second term) of Eq. (4.82) to
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𝐸′ = 𝐸 − 𝐸𝛾
𝒌

(𝐸′ = 𝐸𝛾
′

𝒌
− 𝐸), we obtain the following expression:

IC2
𝛾𝛾′, 𝑗 + IC3

𝛾𝛾′, 𝑗 = −�̃� 𝑗 (𝑖𝜔𝑛)
∫

𝑑𝐸′

2𝜋𝑖
1

𝐸′ − 𝑖Γ/2

[
𝑓 (−𝐸′ + 𝐸𝛾

′

𝒌
) − 𝑓 (𝐸′ + 𝐸𝛾

𝒌
)

𝐸′ + 𝑖ℏ𝜔𝑛 + 𝐸𝛾𝒌 − 𝐸
𝛾′

𝒌
+ 𝑖Γ/2

]
. (4.86)

By converting the summation over 𝒌 in Eq. (4.79) to integrals over 𝜉 and 𝜑 using Eq. (4.59), we
can evaluate the 𝜉 integral as follows:

−
∫ ∞

−∞
𝑑𝜉 [ 𝑓 (𝐸′ + 𝐸𝛾

𝒌
) − 𝑓 (−𝐸′ + 𝐸𝛾

′

𝒌
)] = 2𝐸′ + 𝐸𝛾

𝒌
− 𝐸𝛾

′

𝒌
. (4.87)

Then, by performing the 𝐸′ integral, we obtain the following expression:∫ ∞

−∞
𝑑𝜉 (IC2

𝛾𝛾′, 𝑗 + IC3
𝛾𝛾′, 𝑗 ) =

𝑖ℏ𝜔𝑛 �̃� 𝑗 (𝑖𝜔𝑛)
𝐸
𝛾
𝒌
− 𝐸𝛾′

𝒌
+ 𝑖ℏ𝜔𝑛 + 𝑖Γ

. (4.88)

Next, we calculate the contributions from C1 and C4. In these contours, 𝑋 𝑗 (𝑧, 𝑖𝜔𝑛) is independent
of 𝑧, which is denoted as �̃�′

𝑗 (𝑖𝜔𝑛) ( 𝑗 = 1, 2, 3). From Eq. (4.66), since Λ 𝑗 (𝑧, 𝑖𝜔𝑛) ( 𝑗 = 0, 1, 2, 3)
is zero for Im 𝑧 < 0 or 𝜔𝑛 < Im 𝑧, �̃�′

𝑗 (𝑖𝜔𝑛) is given by the following expression:

�̃�′
1(𝑖𝜔𝑛) = 0, �̃�′

2(𝑖𝜔𝑛) = 1, �̃�′
3(𝑖𝜔𝑛) = 𝑖. (4.89)

Then, by performing similar calculations as for C2 and C3, we find that the contributions from
C1 and C4 are given by the following expression:∫ ∞

−∞
𝑑𝜉 (IC1

𝛾𝛾′, 𝑗 + IC4
𝛾𝛾′, 𝑗 ) = −�̃�′

𝑗 (𝑖𝜔𝑛). (4.90)

Substituting Eqs. (4.88) and (4.90) into Eq. (4.79) yields the following expression:

𝜒(0, 𝑖𝜔𝑛) =
𝐷 (𝜖F)

8

∑
𝛾,𝛾′

∫ 2𝜋

0

𝑑𝜑

2𝜋

[
𝛾𝛾′ sin 2(𝜙 − 𝜃) 𝑥1(𝑖𝜔𝑛)

+ [1 − 𝛾𝛾′ cos 2(𝜙 − 𝜃)] [−1 + 𝑥2(𝑖𝜔𝑛)] − 𝑖(1 − 𝛾𝛾′) [−𝑖 + 𝑥3(𝑖𝜔𝑛)]
]
. (4.91)

Here, 𝑥 𝑗 (𝑖𝜔𝑛) is defined as follows:

𝑥 𝑗 (𝑖𝜔𝑛) =
𝑖ℏ𝜔𝑛 �̃� 𝑗 (𝑖𝜔𝑛)

𝐸
𝛾
𝒌
− 𝐸𝛾′

𝒌
+ 𝑖ℏ𝜔𝑛 + 𝑖Γ

. (4.92)

By substituting the expression for �̃� 𝑗 (𝑖𝜔𝑛) into Eq. (4.91) and performing the analytic continu-
ation 𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿, we obtain the retarded component of the uniform spin susceptibility for the



4.3. SPIN SUSCEPTIBILITY OF THE 2DEG 61

conduction electrons in the 2DEG1:

𝜒𝑅 (0, 𝜔) = 𝐷 (𝜖F)ℏ𝜔
2𝑖Γ

[
Λ̃𝑅0 (1 − Λ̃𝑅0 ) − Λ̃𝑅2 (1 − Λ̃𝑅2 ) + (Λ̃𝑅3 )2

(1 − Λ̃𝑅0 )2 − (Λ̃𝑅2 )2−(Λ̃𝑅3 )2
+

Λ̃𝑅0 − Λ̃𝑅1
1 − Λ̃𝑅0 + Λ̃𝑅1

]
−𝐷 (𝜖F), (4.93)

where, Λ̃𝑅𝑗 ( 𝑗 = 0, 1, 2, 3) is the analytic continuation of Λ̃ 𝑗 (𝑖𝜔𝑛) in Eq. (4.67):

Λ̃𝑅𝑗 = Λ̃𝑅𝑗 (𝜔) = Λ̃ 𝑗 (𝑖𝜔𝑛 → 𝜔 + 𝑖𝛿) = 𝑖Γ
4Δ0

∫ 2𝜋

0

𝑑𝜑

2𝜋

∑
𝛾𝛾′

𝑓 𝑗 (𝛾, 𝛾′, 𝜑)
ℏ𝜔/Δ0 + (𝛾 − 𝛾′)ℎeff/Δ0 + 𝑖Γ/Δ0

.

(4.94)

Here, Δ0 = 𝑘F𝛼 is a normalization constant with the dimension of energy. By substituting
Eq. (4.93) into Eqs. (4.28) and (4.29), we obtain the following expressions for the shift in the
FMR frequency and the modulation of the Gilbert damping, taking into account the vertex
correction:

𝛿𝜔0
𝜔0

= 𝛼G,0 Re 𝐹 (𝜔0), (4.95)

𝛿𝛼G = −𝛼G,0 Im 𝐹 (𝜔0), (4.96)

𝐹 (𝜔) = Δ0
2𝜋𝑖Γ

[
Λ̃𝑅0 (1 − Λ̃𝑅0 ) − Λ̃𝑅2 (1 − Λ̃𝑅2 ) + (Λ̃𝑅3 )2

(1 − Λ̃𝑅0 )2 − (Λ̃𝑅2 )2−(Λ̃𝑅3 )2
+

Λ̃𝑅0 − Λ̃𝑅1
1 − Λ̃𝑅0 + Λ̃𝑅1

]
− Δ0
𝜋ℏ𝜔

. (4.97)

Here, 𝛼G,0 = 2𝜋𝑆0 |𝑇 |2A𝐷 (𝜖F)/Δ0 is a dimensionless constant representing the strength of the
interfacial interaction. Equations (4.95), (4.96), and (4.97) are the main results of this chapter.

Retaining only the first-order term of Λ̃𝑅𝑗 in Eq. (4.93), we obtain the following expression:

𝜒𝑅0 (0, 𝜔) ≃
ℏ𝜔𝐷 (𝜖F)

2𝑖Γ
[
2Λ̃𝑅0 − Λ̃𝑅1 − Λ̃𝑅2

]
− 𝐷 (𝜖F)

= ℏ𝜔𝐷 (𝜖F)
∫

𝑑𝜑

2𝜋

[ 1
ℏ𝜔 + 𝑖Γ

1 − cos2(𝜙(𝜑) − 𝜃)
2

+ 1
ℏ𝜔 − 2ℎeff (𝜑) + 𝑖Γ

1 + cos2(𝜙(𝜑) − 𝜃)
4

+ 1
ℏ𝜔 + 2ℎeff (𝜑) + 𝑖Γ

1 + cos2(𝜙(𝜑) − 𝜃)
4

]
− 𝐷 (𝜖F). (4.98)

This represents the spin susceptibility without considering the vertex correction. By substituting
this into Eqs. (4.28) and (4.29), we obtain the expressions for the shift in the FMR frequency

1Using the Sommerfeld expansion, it is found that when 𝑘B𝑇 is sufficiently small compared to the Fermi energy
𝜖F, the contribution of the temperature-dependent term to the uniform spin susceptibility becomes negligible.
Consequently, the uniform spin susceptibility can be expressed as temperature-independent, as shown in Eq. (4.93).
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and the modulation of the Gilbert damping without the vertex correction:

𝛿𝜔nv
0

𝜔0
= 𝛼G,0 Re 𝐹nv(𝜔0), (4.99)

𝛿𝛼nv
G = −𝛼G,0 Im 𝐹nv(𝜔0), (4.100)

𝐹nv(𝜔) =
Δ0

2𝜋𝑖Γ

[
2Λ̃𝑅0 − Λ̃𝑅1 − Λ̃𝑅2

]
− Δ0
𝜋ℏ𝜔

. (4.101)

These reproduce the results of Eqs. (4.36) and (4.37).

4.4 Modulation of Gilbert damping

In this section, we present the results of the modulation of the Gilbert damping from Eq. (4.96).
Section 4.4.1 shows the outcomes of 𝛿𝛼G from Eq. (4.96) for the cases of 𝛽/𝛼 = 0, 1, 3, and
compares them with the results for the modulation of the Gilbert damping without the vertex
correction, 𝛿𝛼nv

G , from Eq. (4.100). In Sec. 4.4.2, it is demonstrated that 𝛿𝛼G exhibits a sharp
increase in the low-frequency region near 𝛽/𝛼 = 1.

4.4.1 Effect of vertex corrections

First, we present the situation where only the Rashba SOC is considered, i.e., 𝛽/𝛼 = 0. Note
that the modulation of the Gilbert damping yields the same result in the case in which only the
Dresselhaus SOC is present, i.e., 𝛼/𝛽 = 0. The effective Zeeman field 𝒉eff generated by the
Rashba SOC at the Fermi surface is shown in Fig. 4.8(a). Figures 4.8(b) and 4.8(c) illustrate the
modulation of the Gilbert damping as a function of the FMR frequency 𝜔0 = 𝛾gℎdc in the cases
without and with the vertex correction, respectively. The spin-splitting width of the energy bands
near the Fermi surface is constant at 2ℎeff = 2𝑘F𝛼, regardless of the wavevector direction. As a
result, we find that the modulation of the Gilbert damping does not depend on the orientation 𝜃
of the localized spin 𝑺 in the FI. The four curves in Figs. 4.8(b) and 4.8(c) correspond to impurity
scattering strengths of Γ/Δ0 = 0.1, 0.2, 0.5, and 1. The electron mobility in GaAs/AlGaAs at
low temperatures ranges from the order of 105 cm2/Vs to 107 cm2/Vs [143,153]. By using these
values, the effective mass 𝑚∗ = 0.067𝑚 [147], and Δ0 ≡ 𝑘F𝛼 ≃ 0.07 meV, Γ/Δ0 is estimated to
be on the order of 10−2 to 1. Both Figs. 4.8(b) and 4.8(c) show peaks at 𝜔0 = 0 and 𝜔0 = 2Δ0

(= 2𝑘F𝛼), with the peak widths decreasing as Γ decreases. As described in Sec. 4.3.1, the
low-frequency peak corresponds to an elastic process in which magnons relax by perceiving the
effective Zeeman field of the 2DEG as a transverse field. In contrast, the high-frequency peak
corresponds to an inelastic process in which 2DEG electrons are excited to different subbands
through the absorption or emission of magnons [78]. In the case of 𝛽/𝛼 = 0, the qualitative
behavior of the modulation of the Gilbert damping remains unchanged whether or not the vertex
correction is considered. However, quantitatively, the peak widths at 𝜔0 = 0 and 𝜔0 = 2Δ0
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Figure 4.8: (Left panels) Effective Zeeman field 𝒉eff at the Fermi surface. (Middle panels)
Modulation of the Gilbert damping 𝛿𝛼nv

G without the vertex correction. (Right panels) Modula-
tion of the Gilbert damping 𝛿𝛼G with the vertex correction. In the middle and right panels, the
modulation of the Gilbert damping is plotted as a function of the FMR frequency 𝜔0 = 𝛾gℎdc
for various orientations 𝜃 of the localized spin 𝑺 in the FI. Here, Γ/Δ0 = 0.5 is used. The ratio
of the Rashba SOC (𝛼) to the Dresselhaus SOC (𝛽) is set as follows: (a), (b), (c): 𝛽/𝛼 = 0; (d),
(e), (f): 𝛽/𝛼 = 1; (g), (h), (i): 𝛽/𝛼 = 3. Note that (b), (e), and (h) yield essentially the same
results as in Ref. [78]. Adapted from Ref. [48].

become narrower when the vertex correction is taken into account. For an analytical expression
of this peak width, refer to Appendix B.

Next, we examine the case of 𝛽/𝛼 = 1. In this situation, the effective Zeeman field generated
by the Rashba and Dresselhaus SOCs points in the (−1, 1) or (1,−1) directions, as illustrated in
Fig. 4.8(d). The magnitude of this effective Zeeman field, ℎeff (𝜑) ≡ |𝒉eff (𝜑) |, changes with the
wavevector direction 𝜑, as described by the following equation:

ℎeff (𝜑) = 2Δ0 | sin(𝜑 + 𝜋/4) |. (4.102)

Thus, the spin-splitting width of the 2DEG conduction electron energy band, written as 2ℎeff (𝜑),
also depends on the wavevector direction, varying within the range 0 ≤ 2ℎeff ≤ 4Δ0. Fig-
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Figure 4.9: The modulation of the Gilbert damping for 𝛽/𝛼 = 1.1 is shown as a function of
the FMR frequency 𝜔0 for (a) without the vertex correction and (b) with the vertex correction.
The five curves correspond to different orientations of the localized spin 𝑺 in the FI: 𝜃 =
−𝜋/4,−𝜋/8, 0, 𝜋/8, and 𝜋/4. In (c), the modulation of the Gilbert damping with the vertex
correction is plotted as a function of 𝜔0 for 𝛽/𝛼 = 1.03, 1.05, and 1.1, with 𝜃 fixed at 𝜋/4. In
all plots, Γ/Δ0 = 0.5 is used. Adapted from Ref. [48].

ures 4.8(e) and 4.8(f) plot the modulation of the Gilbert damping for Γ/Δ0 = 0.5, with and
without the vertex correction, respectively. First, in the case of 𝛽/𝛼 = 1, since the spin-splitting
width is 0 ≤ 2ℎeff ≤ 4Δ0, the modulation of the Gilbert damping in both Figs. 4.8 (e) and
4.8(f) takes large values when the FMR energy ℏ𝜔0 on the horizontal axis lies within the range
0 ≤ ℏ𝜔0 ≤ 4Δ0, where it matches the spin-splitting width. The five curves in these figures
represent plots for the orientation of the localized spin in the FI for 𝜃 = −𝜋/4,−𝜋/8, 0, 𝜋/8, and
𝜋/4. The most remarkable difference between Figs. 4.8(e) and 4.8(f) is that while 𝛿𝛼nv

G (𝜔0),
in which we do not take the vertex corrections into account, exhibits a peak around 𝜔0 = 0,
𝛿𝛼G(𝜔0), which includes the vertex corrections, shows no such peak. In the next section, it
will be shown that 𝛿𝛼G(𝜔0) has a delta function-like singularity at 𝜔0 = 0, reflecting that for
𝛽/𝛼 = 1, the effective Zeeman field 𝒉eff aligns in a single direction, preserving the total spin of
the conduction electrons in the 2DEG along that direction. For an analytical expression of the
modulation of the Gilbert damping at 𝛽/𝛼 = 1, refer to Appendix B.

Finally, we consider the case of 𝛽/𝛼 = 3. The effective Zeeman field 𝒉eff is depicted
in Fig. 4.8(g), where the magnitude of the field, ℎeff , varies depending on the direction of
the wavevector. Figures 4.8(h) and 4.8(i) present the modulation of the Gilbert damping for
Γ/Δ0 = 0.5, without and with the vertex corrections, respectively. In both cases, large values
appear in the low-frequency region around 𝜔0 = 0, as well as in the high-frequency range
4Δ0 ≤ ℏ𝜔0 ≤ 8Δ0, which corresponds to the spin-splitting width of the 2DEG energy band,
2ℎeff . In the low-frequency region, elastic processes dominate, and hence magnons relax by
sensing the effective Zeeman field as a transverse magnetic field. In contrast, in the high-
frequency region, inelastic processes dominate, and hence 2DEG conduction electrons absorb
magnons and transition from the lower to the upper spin-split subband via spin-flip transitions.
A comparison of Figs. 4.8(h) and 4.8(i) reveals that, similar to the case of 𝛽/𝛼 = 0, the vertex
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corrections induce only a moderate change in the modulation of the Gilbert damping. While
the inclusion of the vertex corrections sharpens the peak around 𝜔0 = 0, the peak does not
disappear, unlike the behavior observed for 𝛽/𝛼 = 1.

4.4.2 Sharp Increase in Gilbert Damping

This section examines the sharp increase in the Gilbert damping that occurs near 𝛽/𝛼 = 1. For
𝛽/𝛼 = 1, as shown in Fig. 4.8(d), the effective Zeeman field in the 2DEG is aligned in a single
direction. Defining the spin operator along this direction

𝑠3𝜋/4tot ≡ 1
2

∑
𝒌

(
𝑐†
𝒌+𝑐𝒌+ − 𝑐

†
𝒌−𝑐𝒌−

)
, (4.103)(

𝑐𝒌+
𝑐𝒌−

)
=

( 1√
2

𝑒−𝑖3𝜋/4√
2

−𝑒𝑖3𝜋/4√
2

1√
2

) (
𝑐𝒌↑
𝑐𝒌↓

)
, (4.104)

we find that the relation [𝐻kin + 𝐻imp, 𝑠
3𝜋/4
tot ] = 0 holds. Therefore, when 𝛽/𝛼 = 1, the total

spin of the 2DEG conduction electrons in the 3𝜋/4 direction is conserved, indicating that no
spin relaxation occurs. In the case 𝛽/𝛼 ≃ 1, this spin conservation law is slightly broken,
leading to slow spin relaxation. To confirm this, Figs. 4.9(a) and 4.9(b) plot the modulation of
the Gilbert damping for 𝛽/𝛼 = 1.1, both with and without considering the vertex corrections.
The five curves represent the results for various azimuthal angles 𝜃 of the localized spin 𝑺 in
the FI, with the energy broadening set to Γ/Δ0 = 0.5. The comparison between Figs. 4.9(a)
and 4.9(b) demonstrates that the modulation of the Gilbert damping exhibits a sharp increase
in the low-frequency region only when the vertex corrections are considered. Figure 4.9 (c)
shows the modulation of the Gilbert damping 𝛿𝛼G with the vertex corrections in three cases:
𝛽/𝛼 = 1.03, 1.05, and 1.1, with Γ/Δ0 = 0.5 and 𝜃 = 𝜋/4. From this figure, it is evident that
as 𝛽/𝛼 approaches unity, the value of 𝛿𝛼G at 𝜔0 = 0 increases significantly. For 𝛽/𝛼 ≃ 1, 𝛿𝛼G

in the low-frequency region can be approximated by the following expression (for a detailed
derivation, refer to Appendix B):

𝛿𝛼G
𝛼G,0

≃ Δ0
2𝜋

Γ𝑠
(ℏ𝜔0)2 + Γ2

𝑠

sin2
(
𝜃 + 𝜋

4

)
, (4.105)

Γ𝑠 ≡
2
Γ

∫ 2𝜋

0

𝑑𝜑

2𝜋
(ℎ𝑥 + ℎ𝑦)2

1 + (2ℎeff/Γ)2 . (4.106)

Here, Γ𝑠 represents the linewidth of the peak at 𝜔0 = 0 in Figs. 4.9(b) and 4.9(c), and it is
proportional to 𝛿2 for 𝛽/𝛼 = 1 + 𝛿 (𝛿 ≪ 1). This implies that Γ𝑠 corresponds to the spin
relaxation rate. Since spin conservation holds for 𝛽/𝛼 = 1, no spin relaxation occurs, leading
to divergent behavior of 𝛿𝛼G(𝜔0) at 𝜔0 = 0 as a 𝛿-function-like singularity with zero linewidth.
For 𝛽/𝛼 ≃ 1, this conservation law is slightly broken, resulting in very slow spin relaxation.
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Consequently, sharp peaks with narrow line widths appear, as observed in Figs. 4.9(b) and
4.9(c). It should be noted that the divergence with zero linewidth at 𝜔0 = 0 for 𝛽/𝛼 = 1 is not
visible in Fig. 4.8(f). In contrast to Figs. 4.9(b) and 4.9(c), the absence of a sharp peak in the
low-frequency region in Fig. 4.9(a) can be attributed to the lack of the vertex corrections, which
prevents the incorporation of spin conservation.
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Figure 4.10: The modulation of the Gilbert damping 𝛿𝛼G with the vertex corrections is plotted
as a function of 𝛽/𝛼 for 𝜃 = 𝜋/4. The five curves correspond to ℏ𝜔0/Δ0 = 0, 0.005, 0.01, 0.02,
and 0.05. The inset shows the maximum value of 𝛿𝛼G, denoted as 𝛿𝛼G,max, as a function of 𝜔0
when varying 𝛽/𝛼. All plots assume Γ/Δ0 = 0.5. Adapted from Ref. [48].

In Fig. 4.10, 𝛿𝛼G is shown as a function of 𝛽/𝛼 with Γ/Δ0 = 0.5 and 𝜃 = 𝜋/4. The five
curves in this figure correspond to ℏ𝜔0/Δ0 = 0, 0.005, 0.01, 0.02, and 0.05. From this figure,
it is clear that at low frequencies of 𝜔0, 𝛿𝛼G increases sharply around 𝛽/𝛼 ≃ 1. The inset of
Fig. 4.10 plots the maximum value of 𝛿𝛼G/𝛼G,0 as a function of ℏ𝜔0/Δ0 when varying 𝛽/𝛼. In
other words, the vertical axis of the inset represents the peak maximum for each ℏ𝜔0/Δ0 in the
main panel. From this inset, it can be observed that the maximum value of 𝛿𝛼G increases as 𝜔0

approaches zero.

4.5 Shift of the FMR Frequency

In this section, the results of the FMR frequency shift with the vertex corrections are presented.
Figures 4.11(a), 4.11(b), and 4.11(c) represent the modulation of the Gilbert damping, 𝛿𝛼G,
with the vertex corrections, corresponding to Figs. 4.8(c), 4.8(f), and 4.8(i), respectively. Fig-
ures 4.11(d), 4.11(e), and 4.11(f) show the shift in the FMR frequency, 𝛿𝜔0, also with the
vertex corrections. The common features of 𝛿𝛼G and 𝛿𝜔0 are as follows: (i) they depend on



4.5. SHIFT OF THE FMR FREQUENCY 67

Figure 4.11: (Upper panels) Modulation of the Gilbert damping with the vertex corrections for
(a) 𝛽/𝛼 = 0, (b) 𝛽/𝛼 = 1, and (c) 𝛽/𝛼 = 3. (Lower panels) FMR frequency shift with the
vertex corrections for (d) 𝛽/𝛼 = 0, (e) 𝛽/𝛼 = 1, and (f) 𝛽/𝛼 = 3. In all panels, the horizontal
axis represents the FMR frequency 𝜔0 = 𝛾gℎdc, the vertical axis represents the orientation 𝜃 of
the localized spin 𝑺 in the FI, and the impurity strength is set to Γ/Δ0 = 0.5. Note that in (a),
(c), and (e), values exceeding the upper limit of the color bar are represented in the same color.
Additionally, (b) exhibits a 𝛿-function-like singularity at 𝜔0 = 0, which is not visible in the plot
(see Sec. 4.4.2). Adapted from Ref. [48].

the orientation of the localized spins 𝜃 in the FI when 𝛽/𝛼 > 0, but do not depend on 𝜃 when
𝛽/𝛼 = 0; (ii) on the low-frequency side around 𝜔0 = 0, a peak arises due to an elastic process
in which magnons experience the effective Zeeman field of the 2DEG as a transverse magnetic
field; and (iii) on the high-frequency side, a peak appears due to an inelastic process in which
2DEG electrons absorb magnons. The differences between 𝛿𝛼G and 𝛿𝜔0 are as follows: (iv)
when 𝛽/𝛼 = 0, 𝛿𝜔0 exhibits a dip-and-peak structure at ℏ𝜔0/Δ0 = 2, whereas 𝛿𝛼G shows only
a single peak; (v) 𝛿𝜔0 has a tail on the high-frequency side, with slower decay compared to
𝛿𝛼G; (vi) for 𝛽/𝛼 = 1, 𝛿𝛼G takes small values around 𝜔0 = 0, while 𝛿𝜔0 has large values near
𝜔0 = 0. These features are consistent with the fact that 𝛿𝜔0 and 𝛿𝛼G are expressed as the real and
imaginary parts of the retarded spin susceptibility of the 2DEG, respectively, and are therefore
related by the Kramers-Kronig relation. For example, the small value of 𝛿𝜔0 at ℏ𝜔0/Δ0 = 2
is due to the Kramers-Kronig relation, which subtracts the contribution of the peak in 𝛿𝛼G at
ℏ𝜔0/Δ0 = 2. Furthermore, the large value of 𝛿𝜔0 at 𝜔0 ≃ 0 when 𝛽/𝛼 = 1, except for 𝜃 = 3𝜋/4
and 7𝜋/4, can be explained by the influence of the 𝛿-function-like divergence of 𝛿𝛼G at 𝜔0 = 0,
as dictated by the Kramers-Kronig relation.

The main panel of Fig. 4.12 shows 𝛿𝜔0 as a function of 𝜔0 for 𝛽/𝛼 = 1.1. The five curves
in this figure represent different spin orientations 𝜃 within the FI. The inset of Fig. 4.12 presents
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Figure 4.12: A plot of the FMR frequency shift 𝛿𝜔0 with the vertex corrections considered for
𝛽/𝛼 = 1.1, shown as a function of 𝜔0. The inset presents the same data as the main panel
with modified ranges for both the vertical and horizontal axes. The impurity strength is set to
Γ/Δ0 = 0.5. Adapted from Ref. [48].

the same data as the main panel but over a narrower range of the horizontal axis. This inset
demonstrates that as 𝜔0 approaches zero, 𝛿𝜔0 tends to zero. As derived in Appendix B, for
𝛽/𝛼 = 1 + 𝛿 (𝛿 ≪ 1), 𝛿𝜔0 can be approximated in the low-frequency region as follows:

𝛿𝜔0
𝛼G,0𝜔0

≃ Δ0
2𝜋

ℏ𝜔0

(ℏ𝜔0)2 + Γ2
𝑠

sin2
(
𝜃 + 𝜋

4

)
. (4.107)

Here, Γ𝑠 is the spin relaxation rate introduced in Eq. (4.106).



Chapter 5

Inverse Rashba-Edelstein Effect by Spin Pump-
ing

This chapter discusses the inverse Rashba-Edelstein effect (IREE) induced by spin pumping (SP)
in a junction system comprising a ferromagnetic insulator (FI) and a two-dimensional electron
gas (2DEG) with the Rashba and Dresselhaus spin-orbit couplings (SOCs) [49]. The setup
of this study is illustrated in Fig. 5.1, where an external microwave is applied to induce the
ferromagnetic resonance (FMR), thereby injecting a spin current into the 2DEG by SP. In the
2DEG, the non-equilibrium spin accumulation caused by this spin current is converted into a
charge current via the IREE. In this chapter, we calculate the spin density and charge current in
the 2DEG induced by the IREE using the microscopic Hamiltonian introduced in Chap. 3 and
the Boltzmann equation. In particular, we elucidate the dependence of these physical quantities
on the FMR frequency, the orientation of localized spins in the FI, and the ratio of the Rashba
to Dresselhaus SOCs, and present the physical mechanisms explaining this behavior.

Theoretical studies on the IREE driven by SP have been conducted for systems such as
the 2DEG in Fe-GaAs junctions [115] and ferromagnetic metal-nonmagnetic metal-topological
insulator junctions [116]. However, these studies do not account for the effects of magnon
absorption and emission on the IREE. In this work, we focus on elucidating the role of magnons
in the IREE induced by SP in FI-2DEG junction systems. By employing the microscopic
interfacial interaction Hamiltonian described in Eq. (3.27), we provide a theoretical framework
to capture these effects.

This chapter is organized as follows: In Sec. 5.1, we formulate the IREE using the Boltz-
mann equation and derive expressions for the spin density and charge current induced in the
2DEG by the IREE. In Sec. 5.2, the results for the spin density and charge current are plotted,
clarifying their dependence on the FMR frequency and the orientation of localized spins in the
FI. Furthermore, we reveal the dependence of their maximum values on the ratio of the Rashba
to Dresselhaus SOCs. In Sec. 5.3, we discuss the relevance of these results to experiments.

69
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Figure 5.1: Setup of the study on the IREE induced by SP. The red arrow 𝑺 represents the
localized spins in the FI, and the green arrow 𝒋 denotes the charge current density generated by
the IREE. Adapted from Ref. [49].

5.1 Formulation

In this section, we formulate the conversion from spin to charge via the inverse Rashba-Edelstein
effect (IREE). First, in Sec. 5.1.1, we introduce the Boltzmann equation describing the IREE.
Next, we calculate the collision terms due to impurity scattering and SP in Secs. 5.1.3 and 5.1.2,
respectively. Finally, in Sec. 5.1.4, we solve the Boltzmann equation and calculate the spin
density and current density induced in the 2DEG by the IREE.

5.1.1 Boltzmann equation

Due to the spin splitting of the energy bands of conduction electrons in the 2DEG caused by
the Rashba and Dresselhaus SOCs, the Boltzmann equation for this system generally takes the
form of a matrix equation for a 2 × 2 density matrix that accounts for spin degrees of freedom.
In this study, we consider the weak-impurity limit, in which the impurity scattering rate Γ

is much smaller than the spin-splitting energy caused by the SOCs. Under this condition, as
explained in Appendix C, it is sufficient to consider only the distribution function 𝑓 (𝒌, 𝛾), which
corresponds to the diagonal components of the density matrix in the basis of |𝒌𝛾⟩ in Eq. (3.8).
The Boltzmann equation for this distribution function is expressed as follows [32, 81]:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

+ 𝒗(𝒌, 𝛾) · 𝜕 𝑓 (𝒌, 𝛾)
𝜕𝒓

+ 𝑒𝑬 · 𝜕 𝑓 (𝒌, 𝛾)
ℏ𝜕𝒌

=
𝜕 𝑓 (𝒌, 𝛾)

𝜕𝑡

����
coll
, (5.1)

where, 𝒗(𝒌, 𝛾) ≡ 𝜕𝐸𝛾
𝒌
/ℏ𝜕𝒌 represents the electron velocity, 𝑒 (< 0) is the electron charge, and

𝑬 is the external electric field. The right-hand side corresponds to the collision term. In this
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study, we consider the steady-state solution for a spatially uniform system. Furthermore, since
no external electric field is applied in the IREE, the left-hand side of Eq. (5.1) is set to zero. The
resulting Boltzmann equation to be solved in this chapter is given by:

0 =
𝜕 𝑓 (𝒌, 𝛾)

𝜕𝑡

����
coll

=
𝜕 𝑓 (𝒌, 𝛾)

𝜕𝑡

����
imp

+𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
pump

. (5.2)

Here, 𝜕 𝑓 /𝜕𝑡 |imp represents the collision term due to impurity scattering and 𝜕 𝑓 /𝜕𝑡 |pump cor-
responds to the one due to SP. It is important to note that in this formulation we do not
use spin current, which is ambiguously defined in 2DEGs with the Rashba or Dresselhaus
SOCs [141, 142]. Spin pumping drives the 2DEG out of equilibrium, and the analysis focuses
on the system’s linear response to this driving. In this case, we can write the non-equilibrium
distribution function 𝑓 (𝒌, 𝛾) as

𝑓 (𝒌, 𝛾) = 𝑓0(𝐸𝛾𝒌 − 𝛿𝜇(𝒌, 𝛾)) ≃ 𝑓0(𝐸𝛾𝒌 ) −
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

𝛿𝜇(𝒌, 𝛾). (5.3)

Here, 𝑓0(𝜖) = (exp[β(𝜖 − 𝜇)] + 1)−1 represents the Fermi distribution function, where β is the
inverse temperature and 𝜇 is the chemical potential in equilibrium. The term 𝛿𝜇(𝒌, 𝛾) denotes
the non-equilibrium shift in the chemical potential induced by SP.

5.1.2 Collision term due to impurity scattering

In this section, we calculate the collision term 𝜕 𝑓 (𝒌, 𝛾)/𝜕𝑡 |imp due to impurity scattering, which
appears as the first term on the right-hand side of Eq. (5.2). This collision term can be expressed
using the non-equilibrium distribution function 𝑓 (𝒌, 𝛾) as follows:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

=
∑
𝒌′

∑
𝛾′=±

[
𝑃𝒌′𝛾′→𝒌𝛾 𝑓 (𝒌′, 𝛾′) (1 − 𝑓 (𝒌, 𝛾)) − 𝑃𝒌𝛾→𝒌′𝛾′ 𝑓 (𝒌, 𝛾) (1 − 𝑓 (𝒌′, 𝛾′))

]
.

(5.4)

Here, 𝑃𝒌𝛾→𝒌′𝛾′ represents the transition rate from the initial state |𝒌, 𝛾⟩ to the final state |𝒌′, 𝛾′⟩
due to the point-like non-magnetic impurity Hamiltonian in Eq. (3.12). Within the framework of
the Born approximation, we can write this transition rate using Fermi’s golden rule as follows:

𝑃𝒌𝛾→𝒌′𝛾′ =
2𝜋
ℏ

���⟨𝒌′, 𝛾′|𝐻imp(𝑹) |𝒌, 𝛾⟩
���2𝛿 (𝐸𝛾′𝒌′ − 𝐸𝛾𝒌 ) . (5.5)

It should be noted that this formulation using Fermi’s golden rule is valid only in the weak-
impurity limit, in which the impurity scattering rateΓ is sufficiently smaller than the spin-splitting
energy caused by the Rashba and Dresselhaus SOCs. For further details, refer to Appendix C.
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We calculate the collision term in Eq. (5.4) below. A key aspect of the following calculation
is that the transition rate, 𝑃𝒌𝛾→𝒌′𝛾′ , depends on the overlap between the spinor wavefunctions of
the initial state |𝒌, 𝛾⟩ and the final state |𝒌′, 𝛾′⟩. This effect is described by the coefficient 𝐶𝜎𝛾 ,
introduced in Eq. (3.11). Substituting Eq. (5.5) into Eq. (5.4) and taking the random average
over impurity sites yields the following equation:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

=
2𝜋𝑢2𝑛imp

ℏA
∑
𝒌′,𝛾′

∑
𝜎,𝜎′

𝐶∗
𝜎𝛾′ (𝜑′)𝐶𝜎𝛾 (𝜑)𝐶𝜎′𝛾′ (𝜑′)𝐶∗

𝜎′𝛾 (𝜑)

× [ 𝑓 (𝒌′, 𝛾′) − 𝑓 (𝒌, 𝛾)]𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
). (5.6)

By summing over the spin variables 𝜎, 𝜎′ =↑, ↓, we obtain the following equation:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

=
𝜋𝑢2𝑛imp

ℏA
∑
𝒌′,𝛾′

[1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)] · [ 𝑓 (𝒌′, 𝛾′) − 𝑓 (𝒌, 𝛾)]𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
).

(5.7)

Next, the expression for 𝑓 (𝒌, 𝛾) from Eq. (5.3) is substituted into Eq. (5.7) and the summation
over the wavevector is replaced with an integral using the following formula:

1
A

∑
𝒌

(· · · ) = 1
2𝜋

∫ ∞

0
𝑑𝑘 |𝒌 |

∫ 2𝜋

0

𝑑𝜑

2𝜋
(· · · ). (5.8)

Additionally, assuming that the chemical potential 𝜇 is equal to the Fermi energy 𝜖F = ℏ2𝑘2
F/2𝑚∗

for a 2DEG without spin splitting from SOC and applying the approximation

−
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

≃ 𝛿(𝐸𝛾
𝒌
− 𝜇) ≃ 1

ℏ𝑣F
𝛿( |𝒌 | − 𝑘 (𝜑, 𝛾)), (5.9)

𝑘 (𝜑, 𝛾) = 𝑘F − 2𝜋𝛾𝐷 (𝜖F)
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑, (5.10)

we perform the radial integral over the wavevector and obtain the following form for Eq. (5.6):

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

≃ Γ
2ℏ𝑘F

∑
𝛾′=±

∫ 2𝜋

0

𝑑𝜑′

2𝜋
𝑘 (𝜑′, 𝛾′) [1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)]

× [𝛿𝜇(𝜑′, 𝛾′) − 𝛿𝜇(𝒌, 𝛾)]𝛿(𝐸𝛾
𝒌
− 𝜇). (5.11)

Here, Γ = 2𝜋𝑛imp𝑢
2𝐷 (𝜖F) represents the energy broadening due to impurity scattering, 𝐷 (𝜖F) =

𝑚∗/(2𝜋ℏ2) = 𝑘F/(2𝜋ℏ𝑣F) is the density of states per unit area, and 𝑣F = ℏ𝑘F/𝑚∗ is the Fermi
velocity. Furthermore, �̂�eff (𝜑) ≡ 𝒉eff (𝜑)/ℎeff (𝜑) denotes the direction of the effective Zeeman
field induced by the Rashba and Dresselhaus SOCs, where 𝒉eff (𝜑) and ℎeff (𝜑) were introduced
in Eqs. (3.5) and (3.6), respectively. Additionally, 𝛿𝜇(𝜑, 𝛾) represents the non-equilibrium shift
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of the chemical potential at the wavenumber 𝑘 (𝜑, 𝛾).

𝛿𝜇(𝜑, 𝛾) = 𝛿𝜇(|𝒌 |, 𝛾) | |𝒌 |=𝑘 (𝜑,𝛾) . (5.12)

5.1.3 Collision Term Due to Spin Pumping

In this section, we calculate the collision term 𝜕 𝑓 (𝒌, 𝛾)/𝜕𝑡 |pump due to SP, which appears as the
second term on the right-hand side of Eq. (5.2). This collision term can be expressed as follows:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
pump

=
∑
𝒌′

∑
𝛾′=±

[
𝑄𝒌′𝛾′→𝒌𝛾 𝑓 (𝒌′, 𝛾′)(1 − 𝑓 (𝒌, 𝛾)) −𝑄𝒌𝛾→𝒌′𝛾′ 𝑓 (𝒌, 𝛾)(1 − 𝑓 (𝒌′, 𝛾′))

]
,

(5.13)

Here,𝑄𝒌𝛾→𝒌′𝛾′ represents the transition rate from the initial state |𝒌, 𝛾⟩ to the final state |𝒌′, 𝛾′⟩.
In this chapter, we consider the case of a clean FI-2DEG interface and use the following
Hamiltonians introduced in Eqs. (3.27) and (3.29) as the interface interaction:

𝐻int =
∑
𝒒

(𝑇𝑆𝑥′+𝒒 𝑠𝑥
′−
𝒒 + 𝑇∗𝑠𝑥

′+
𝒒 𝑆𝑥

′−
𝒒 ) + T̄ 𝑆0𝑠

𝑥′

0 . (5.14)

Here, the first term in Eq. (5.14) is a dynamical term representing spin injection (magnon
transfer) at the FI-2DEG interface. On the other hand, the final term in Eq. (5.14) is a static
term representing the exchange bias at the interface, which acts as an effective Zeeman field on
the 2DEG conduction electrons. In other words, this static term does not induce spin injection
or non-equilibrium spin accumulation in the 2DEG, and thus does not contribute to the IREE.
Therefore, in the following, we omit the static term and retain only the dynamical magnon term.
Additionally, since the localized spins in the FI undergo uniform precession due to the FMR
during SP, the long-wavelength approximation can be applied, and only magnons with 𝒒 = 0
need to be considered. Thus, we rewrite Eq. (5.14) as follows:

𝐻pump = 𝑇𝑆𝑥
′+

0 𝑠𝑥
′−

0 + 𝑇∗𝑠𝑥
′+

0 𝑆𝑥
′−

0 =
√

2𝑆0(𝑇𝑏0𝑠
𝑥′−
0 + 𝑇∗𝑠𝑥

′+
0 𝑏†0). (5.15)

Using Eq. (5.15), we calculate the transition rate 𝑄𝒌𝛾→𝒌′𝛾′ appearing in Eq. (5.13) based on
Fermi’s golden rule:

𝑄𝒌𝛾→𝒌′𝛾′ =
∑
𝑁0

∑
Δ𝑁0=±1

2𝜋
ℏ

���⟨𝒌′, 𝛾′|⟨𝑁0 + Δ𝑁0 |𝐻pump |𝒌, 𝛾⟩|𝑁0⟩
���2𝜌(𝑁0)𝛿

(
𝐸
𝛾′

𝒌′ − 𝐸
𝛾
𝒌
+ Δ𝑁0ℏ𝜔0

)
.

(5.16)

Here, |𝑁0⟩ is an eigenstate of the magnon number operator, i.e., 𝑏†0𝑏0 |𝑁0⟩ = 𝑁0 |𝑁0⟩, Δ𝑁0 = ±1
represents the change in the magnon number, and 𝜌(𝑁0) denotes the non-equilibrium distribution
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function of magnons in the FI induced by the FMR. In the following, 𝜌(𝑁0) is assumed to have
a sharp peak at ⟨𝑁0⟩ ≡

∑
𝑁0 𝜌(𝑁0)𝑁0 ≫ 1, and the following approximation is applied for an

arbitrary function 𝐹 (𝑥): ∑
𝑁0

𝜌(𝑁0)𝐹 (𝑁0) ≃ 𝐹 (⟨𝑁0⟩). (5.17)

Within this approximation, the transition rate in Eq. (5.16) is proportional to ⟨𝑁0⟩, which can be
regarded as a parameter representing the strength of SP. In the following, 𝛿𝜇(𝒌, 𝛾) introduced
in Eq. (5.3) is evaluated up to the first order in ⟨𝑁0⟩, and the charge current induced by spin
pumping is calculated as a linear response to ⟨𝑁0⟩ in Sec. 5.1.4. It should be noted that the
above formulation using Fermi’s golden rule is valid only when both the impurity scattering rate
Γ and the strength of the interface interaction |𝑇 |2 are sufficiently smaller than the spin splitting
of the energy bands due to the Rashba and Dresselhaus SOCs.

In the following, we calculate the collision term in Eq. (5.13). It should be noted that, similar
to the impurity scattering transition rate discussed in the previous section, the transition rate
𝑄𝒌𝛾→𝒌′𝛾′ due to SP in Eq. (5.16) also depends on the overlap of the spinor wavefunctions between
the initial and final states. By substituting this transition rate 𝑄𝒌𝛾→𝒌′𝛾′ and the expression for
the non-equilibrium distribution function 𝑓 (𝒌, 𝛾) from Eq. (5.3) into Eq. (5.13), we obtain the
following equation:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
pump

≃ 𝜋𝑆0 |𝑇 |2⟨𝑁0⟩
ℏ

∑
𝛾′=±

∑
𝜎1,𝜎2,𝜎3,𝜎4

=↑,↓

𝐶∗
𝜎1𝛾′ (𝜑)𝐶𝜎2𝛾 (𝜑)𝐶𝜎3𝛾′ (𝜑)𝐶∗

𝜎4𝛾 (𝜑)

×
[
(�̂�𝑥′+)𝜎1𝜎2 (�̂�𝑥

′+)∗𝜎3𝜎4 [ 𝑓0(𝐸
𝛾
𝒌
− ℏ𝜔0) − 𝑓0(𝐸𝛾𝒌 )]𝛿((𝛾

′ − 𝛾)ℎeff (𝜑) + ℏ𝜔0)

+ (�̂�𝑥′−)𝜎1𝜎2 (�̂�𝑥
′−)∗𝜎3𝜎4 [ 𝑓0(𝐸

𝛾
𝒌
+ ℏ𝜔0) − 𝑓0(𝐸𝛾𝒌 )]𝛿((𝛾

′ − 𝛾)ℎeff (𝜑) − ℏ𝜔0)
]
.

(5.18)

Here, since the analysis focuses on the linear response with respect to ⟨𝑁0⟩, the second-order
terms in ⟨𝑁0⟩, such as the product of ⟨𝑁0⟩ and 𝛿𝜇(𝜑, 𝛾), are omitted. Consequently, Eq. (5.18)
does not include 𝛿𝜇(𝜑, 𝛾). By performing the summation over the spin variables in Eq. (5.18),
we obtain the following expression:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
pump

= −𝜋𝑆0 |𝑇 |2⟨𝑁0⟩𝛾
ℏ

∑
𝛾′=±

𝛾′

×
[
( �̂�eff (𝜑) · �̂�(𝜃) − 𝛾′) ( �̂�eff (𝜑) · �̂�(𝜃) + 𝛾) [ 𝑓0(𝐸𝛾𝒌 − ℏ𝜔0) − 𝑓0(𝐸𝛾𝒌 )]𝛿((𝛾

′ − 𝛾)ℎeff (𝜑) + ℏ𝜔0)

+ ( �̂�eff (𝜑) · �̂�(𝜃) + 𝛾′)( �̂�eff (𝜑) · �̂�(𝜃) − 𝛾) [ 𝑓0(𝐸𝛾𝒌 + ℏ𝜔0) − 𝑓0(𝐸𝛾𝒌 )]𝛿((𝛾
′ − 𝛾)ℎeff (𝜑) − ℏ𝜔0)

]
.

(5.19)
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Here, �̂�(𝜃) = (cos 𝜃, sin 𝜃)𝑇 represents the direction of the localized spin in the FI.

5.1.4 Spin Density and Current Density Induced by IREE

In this section, we solve the Boltzmann equation in Eq. (5.2) and obtain the expressions for the
spin density and current density induced by the IREE. By substituting the collision terms from
Eqs. (5.11) and (5.19) into Eq. (5.2), and integrating Eq. (5.2) over 𝜖𝒌 , we obtain the following
integral equation for 𝛿𝜇(𝜑, 𝛾):

𝛿𝜇(𝜑, 𝛾) = 𝑘F
𝑘 (𝜑, 𝛾) 𝛾𝐺 (𝜑, 𝛾, 𝜃, ℏ𝜔0)

+ 1
2

∑
𝛾′=±

∫ 2𝜋

0

𝑑𝜑′

2𝜋
𝑘 (𝜑′, 𝛾′)
𝑘F

[1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿𝜇(𝜑′, 𝛾′), (5.20)

where, 𝐺 (𝜑, 𝛾, 𝜃, ℏ𝜔0) represents the effect of SP and is defined as follows:

𝐺 (𝜑, 𝛾, 𝜃, ℏ𝜔0) ≡ −𝜋𝑆0 |𝑇 |2⟨𝑁0⟩ℏ𝜔0
Γ

∑
𝛾′=±

𝛾′
[
( �̂�eff (𝜑) · �̂�(𝜃) − 𝛾′) ( �̂�eff (𝜑) · �̂�(𝜃) + 𝛾)𝐿+

− ( �̂�eff (𝜑) · �̂�(𝜃) + 𝛾′) ( �̂�eff (𝜑) · �̂�(𝜃) − 𝛾)𝐿−
]
. (5.21)

Here, considering the finite energy broadening due to impurity scattering, we rewrite the delta
function 𝛿((𝛾′ − 𝛾)ℎeff (𝜑) ± ℏ𝜔0) appearing in Eq. (5.19) using the following Lorentzian
function [48, 78]:

𝐿± =
Γ/2𝜋

(ℏ𝜔0 ± (𝛾′ − 𝛾)ℎeff (𝜑))2 + (Γ/2)2 . (5.22)

By solving the integral equation in Eq. (5.20) using the method of successive substitutions, we
obtain the following solution:

𝛿𝜇(𝜑, 𝛾)

=
𝑘F

𝑘 (𝜑, 𝛾) 𝛾𝐺 (𝜑, 𝛾, 𝜃, ℏ𝜔0)

+ 𝛾
2
�̂�𝑇eff (𝜑) ·

(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

·
∫ 2𝜋

0

𝑑𝜑′′

2𝜋

∑
𝛾′′=±

�̂�eff (𝜑′′)𝐺 (𝜑′′, 𝛾′′, 𝜃, ℏ𝜔0).

(5.23)

Here, 1̂ is the identity matrix and 𝒂 · 𝒂𝑇 is the matrix expressed by the following:

𝒂 · 𝒂𝑇 =

(
𝑎𝑥

𝑎𝑦

)
(𝑎𝑥 𝑎𝑦) =

(
𝑎𝑥𝑎𝑥 𝑎𝑥𝑎𝑦

𝑎𝑦𝑎𝑥 𝑎𝑦𝑎𝑦

)
. (5.24)
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Additionally, �̂�−1 represents the inverse of matrix �̂�. Here, by introducing

𝜂 =


𝛽/𝛼 (𝛼2 ≥ 𝛽2)
𝛼/𝛽 (𝛽2 ≥ 𝛼2)

, (5.25)

we can express

�̂� ≡
(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

=
2

1 − 𝜂2

(
1 −𝜂
−𝜂 1

)
, (5.26)

in Eq. (5.23), indicating that 𝛿𝜇(𝜑, 𝛾) diverges at 𝛼/𝛽 = 1. In reality, this divergence is
suppressed by spin-flip scattering due to phonons and magnetic impurities, which falls outside the
scope of this theory. Nevertheless, the qualitative behavior of 𝛿𝜇(𝜑, 𝛾) increasing significantly
at 𝛼/𝛽 = 1 is considered reasonable (see Sec. 5.2.6). It should be noted that 𝛿𝜇(𝜑, 𝛾) in Eq.
(5.23) satisfies the following electron number conservation law in the 2DEG:

0 =
∑
𝒌

∑
𝛾=±

𝛿𝜇(𝒌, 𝛾)𝛿(𝐸𝛾
𝒌
− 𝜇). (5.27)

Then, within the first-order of 𝛿𝜇(𝜑, 𝛾), the spin density and charge current density in the 2DEG
induced by the IREE can be expressed as follows:

𝒔 =
ℏ

2A
∑
𝒌,𝛾

⟨𝒌, 𝛾 |𝝈 |𝒌, 𝛾⟩ 𝑓 (𝒌, 𝛾) = −ℏ𝐷 (𝜖F)
2

∑
𝛾=±

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝑘 (𝜑, 𝛾)
𝑘F

𝛿𝜇(𝜑, 𝛾)𝛾 �̂�eff (𝜑), (5.28)

𝒋 =
𝑒

A
∑
𝒌,𝛾

𝒗(𝒌, 𝛾) 𝑓 (𝒌, 𝛾) = 𝑒𝐷 (𝜖F)
∑
𝛾=±

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝑘 (𝜑, 𝛾)
𝑘F

𝛿𝜇(𝜑, 𝛾)𝒗(𝒌, 𝛾) | |𝒌 |=𝑘 (𝜑,𝛾) . (5.29)

Here, 𝑒 (< 0) is the electron charge, and 𝒗(𝒌, 𝛾) represents the electron velocity, which is defined
by the following equation:

𝒗(𝒌, 𝛾) ≡ 1
ℏ

𝜕𝐸
𝛾
𝒌

𝜕𝒌
=
ℏ𝒌
𝑚∗ +

𝛾

ℏ
𝜕ℎeff (𝒌)
𝜕𝒌

. (5.30)

It should be noted that we calculated the spin density in Eq. (5.28) and the current density in
Eq. (5.29) without using the spin current, which is ambiguously defined in systems with the
Rashba or Dresselhaus SOCs.

5.2 Results

In this section, we present the results for the spin density and charge current density in the 2DEG
induced by the IREE, derived from Eqs. (5.28) and (5.29) in the previous section. The results
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Figure 5.2: Color plot of the spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) (two upper panels) and charge current
density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) (two lower panels) as functions of the FMR frequency 𝜔0 and the azimuthal
angle 𝜃 of the localized spins in the FI for the Rashba SOC (𝛼/𝛽 = ∞). The two insets on the
right depict the Fermi surface of the 2DEG electrons and the direction of the current induced
by the IREE for 𝜃 = 𝜋/2 and 𝜃 = 0. In these insets, the red (blue) regions represent a positive
(negative) shift in the electron distribution function of the 2DEG, 𝛿 𝑓 ≡ 𝑓 (𝒌, 𝛾) − 𝑓0(𝐸𝛾𝒌 ). Here,
Γ/𝑘F𝛼 = 0.1 is assumed. Adapted from Ref. [49].

for the cases in which the ratio of the Rashba to Dresselhaus SOCs is 𝛼/𝛽 = ∞, 0, 1.1, 3 are
shown in Secs. 5.2.1, 5.2.2, 5.2.3, and 5.2.4, respectively, and are compared with relaxation-time
approximation in Sec. 5.2.5. In Sec. 5.2.6, we clarify the dependence of the maximum values
of the spin density and charge current density on 𝛼/𝛽. Below, the spin density is normalized as
𝑠𝛼 ≡ 𝜋ℏ𝐷 (𝜖F)𝑆0 |𝑇 |2⟨𝑁0⟩/(2𝑘F𝛼) or 𝑠𝛽 ≡ 𝜋ℏ𝐷 (𝜖F)𝑆0 |𝑇 |2⟨𝑁0⟩/(2𝑘F𝛽), and the charge current
density is normalized as 𝑗0 = 𝜋 |𝑒 |𝐷 (𝜖F)𝑆0 |𝑇 |2⟨𝑁0⟩/(ℏ𝑘F).

5.2.1 Rashba SOC (𝛼/𝛽 = ∞)

This section considers the case in which only the Rashba SOC is present (𝛽 = 0). The
effective Zeeman field generated by the Rashba SOC is expressed as ℎeff (𝜑) = 𝑘F𝛼, which is
independent of the wavevector angle 𝜑. The four color plots in Fig. 5.2 show the spin density
𝒔/𝑠𝛼 = (𝑠𝑥/𝑠𝛼, 𝑠𝑦/𝑠𝛼) and charge current density 𝒋/ 𝑗0 = ( 𝑗𝑥/ 𝑗0, 𝑗𝑦/ 𝑗0) in the 2DEG as functions
of the FMR frequency 𝜔0 and the azimuthal angle 𝜃 of the localized spins in the FI. As indicated
in these plots, both the spin density and the charge current density peak when the energy of the
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microwave driving the FMR matches the spin-splitting energy, ℏ𝜔0 = 2𝑘F𝛼 (= 2ℎeff).
Next, we discuss the 𝜃 dependence. At 𝜃 = 𝜋/2, marked by the square labeled A in the color

plot, the spin density 𝒔 is induced in the −𝑦 direction, while the charge current 𝒋 flows in the
+𝑥 direction. This behavior can be intuitively understood as follows: through SP, the spin lost
by the localized spins 𝑺 in the FI due to spin relaxation is injected into the 2DEG, resulting
in spins opposite to 𝑺 being injected. Consequently, at 𝜃 = 𝜋/2, spins in the −𝑦 direction are
injected into the 2DEG, leading to spin accumulation in the −𝑦 direction. Accompanying this
spin injection, as shown in the upper-right inset of Fig. 5.2, the distribution function of the −𝑦
(+𝑦) spin band on the Fermi surface of the 2DEG increases (decreases). In this inset, an increase
(decrease) in the distribution function is represented by red (blue). Since the outer Fermi surface
has a higher density of states than the inner one, this shift leads to a net flow of electrons in the
−𝑥 direction, resulting in a charge current flowing in the +𝑥 direction. At 𝜃 = 0, marked by the
ellipse labeled B in the color plot, a spin density in the −𝑥 direction and a charge current in the
−𝑦 direction are generated. This result can be explained in a similar manner to 𝜃 = 𝜋/2, using
the lower-right inset of Fig. 5.2.

The picture of the IREE presented here is as follows: spin is injected from the FI into the
2DEG through SP, causing the spins of the electrons at the interface to flip and inducing a spin
density in the 2DEG. The resulting changes in the distribution function in the 2DEG give rise
to a charge current. While the concept of spin current might aid in an intuitive understanding of
this phenomenon, in this study, we calculated the charge current induced by the IREE without
relying on the concept of spin current, which is not well-defined in systems with the Rashba and
Dresselhaus SOCs.

5.2.2 Dresselhaus SOC (𝛼/𝛽 = 0)

In this section, we consider the case in which only the Dresselhaus SOC is present (𝛼 = 0). The
effective Zeeman field in this case can be written as ℎeff (𝜑) = 𝑘F𝛽, and, similar to the case of the
Rashba SOC only, it does not depend on the wavevector angle 𝜑. The four color plots in Fig. 5.3
illustrate the spin density 𝒔/𝑠𝛽 = (𝑠𝑥/𝑠𝛽, 𝑠𝑦/𝑠𝛽) and charge current density 𝒋/ 𝑗0 = ( 𝑗𝑥/ 𝑗0, 𝑗𝑦/ 𝑗0)
as functions of the FMR frequency 𝜔0 and the azimuthal angle 𝜃 of the localized spins in the
FI. As with the Rashba-only case, these quantities peak when ℏ𝜔0 = 2𝑘F𝛽 (= 2ℎeff). However,
the dependence on 𝜃 behaves differently from the Rashba case.

For 𝜃 = 𝜋/2, indicated by the square labeled A in the color plot, the spin density 𝒔 is
induced in the −𝑦 direction, while the charge current density is induced in the +𝑦 direction in the
Dresselhaus-only case. This result can be intuitively explained in a manner similar to the Rashba
case. At 𝜃 = 𝜋/2, spins are injected from the FI into the 2DEG in the −𝑦 direction, leading to
a spin density in the −𝑦 direction in the 2DEG. As a result, as shown in the upper-right inset of
Fig. 5.3, a non-equilibrium distribution function shift occurs in the 2DEG, generating a net flow
of electrons in the −𝑦 direction, and consequently, a charge current flows in the +𝑦 direction.



5.2. RESULTS 79

AA

B

B
A

A A

BB

B

B

S

j

A

S

j

Figure 5.3: Color plot of the spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) (two upper panels) and charge current
density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) (two lower panels) for the Dresselhaus SOC (𝛼/𝛽 = 0). The two insets on
the right show the Fermi surface shift and the direction of the current for 𝜃 = 𝜋/2 and 𝜃 = 0.
Here, Γ/𝑘F𝛽 = 0.1 is assumed. Adapted from Ref. [49].

Next, at 𝜃 = 0, indicated by the ellipse labeled B in the color plot, the spin density 𝒔 in the −𝑥
direction and the charge current in the −𝑥 direction are generated in the 2DEG. This result can
be understood similarly by referring to the lower-right inset of Fig. 5.3. The difference from the
case of the Rashba SOC clearly arises from the distinct spin textures on the Fermi surface, as
shown in the right insets of Figs. 5.2 and 5.3.

5.2.3 Case of 𝛼/𝛽 = 1.1

When the magnitudes of the Rashba and Dresselhaus SOCs are comparable, the spin density
and charge current density exhibit significantly different behavior compared to the case in which
only one type of SOC is present. To observe this, this section considers the case of 𝛼/𝛽 = 1.1.
In this case, the effective Zeeman field depends on the electron wavevector angle 𝜑, and its
magnitude ranges from 0 ≲ ℎeff (𝜑) ≲ 2𝑘F𝛽. The color plots in Fig. 5.4 show the spin density
𝒔/𝑠𝛽 = (𝑠𝑥/𝑠𝛽, 𝑠𝑦/𝑠𝛽) and charge current density 𝒋/ 𝑗0 = ( 𝑗𝑥/ 𝑗0, 𝑗𝑦/ 𝑗0) as functions of𝜔0 and 𝜃.
Since the transition probability between subbands increases when the energy of the microwave
inducing the FMR matches the spin-splitting energy near the Fermi surface, ℏ𝜔0 = 2ℎeff (𝜑), the
spin density 𝒔 and charge current density 𝒋 take finite values over a wide range of the horizontal



80 CHAPTER 5. INVERSE RASHBA-EDELSTEIN EFFECT BY SPIN PUMPING

A
B

B B

A A

BB

AA

B

S

j

A

S

j

Figure 5.4: Color plot of the spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) (two upper panels) and charge current
density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) (two lower panels) for 𝛼/𝛽 = 1.1. The two insets on the right show the Fermi
surface shift and the direction of the current for 𝜃 = 3𝜋/4 and 𝜃 = 𝜋/4. Here, Γ/𝑘F𝛽 = 0.1 is
assumed. Adapted from Ref. [49].

axis in the color plots of Fig. 5.4, 0 ≲ ℏ𝜔0 ≲ 4𝑘F𝛽. In particular, these values become large
when the microwave energy is high, around ℏ𝜔0 ≃ 4𝑘F𝛽. Moreover, the directions of 𝒔 and 𝒋

do not strongly depend on the magnitude of the microwave energy, with 𝒔 oriented along the
(1,−1) direction and 𝒋 along the (1, 1) direction.

Next, we consider the 𝜃 dependence of 𝒔 and 𝒋. These quantities reach their maximum
values at 𝜃 = 3𝜋/4 or 7𝜋/4 and become nearly zero at 𝜃 = 𝜋/4 or 5𝜋/4. This behavior can
be understood using the upper and lower-right insets of Fig. 5.4 as follows. First, at 𝜃 = 3𝜋/4,
indicated by square A, spins are injected into the 2DEG in the 7𝜋/4 direction, inducing 𝒔 in that
direction. Consequently, as shown in the upper-right inset of Fig. 5.4, the distribution function
changes in the 𝜑 = 𝜋/4 and 5𝜋/4 directions, and this change induces a net electron flow (charge
current) in the 𝜑 = 5𝜋/4 (𝜑 = 𝜋/4) direction. On the other hand, at 𝜃 = 𝜋/4, indicated by
ellipse B, the localized spin 𝑺 is perpendicular to the effective Zeeman field of the 2DEG, i.e.,
the direction of the spin polarization of the conduction electrons in the 2DEG, as shown in the
lower-right inset of Fig. 5.4. Therefore, spin injection into the 2DEG is blocked, and no charge
current is induced.

Looking at the scale of the color plot in Fig. 5.4, when the Rashba and Dresselhaus SOCs
are comparable, the magnitude of the spin density becomes very large, while the magnitude of
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Figure 5.5: Color plot of the spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) (two upper panels) and charge current
density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) (two lower panels) for 𝛼/𝛽 = 3. The four insets on the right show the Fermi
surface shift and the direction of the current in the regions labeled A, B, C, and D in the color
plot. Here, Γ/𝑘F𝛽 = 0.1 is assumed. Adapted from Ref. [49].

the charge current density is suppressed. The dependence of the spin density and charge current
density on 𝛼/𝛽 is discussed in Sec. 5.2.6.

5.2.4 Case of 𝛼/𝛽 = 3

Lastly, we consider the case where the Rashba and Dresselhaus SOCs coexist but have different
magnitudes. As an example, this section focuses on the case of 𝛼/𝛽 = 3. In this scenario,
the effective Zeeman field ℎeff (𝜑) depends on 𝜑, and its magnitude varies in the range 2𝑘F𝛽 ≲

ℎeff (𝜑) ≲ 4𝑘F𝛽. Figure 5.5 depicts the spin density 𝒔 and charge current density 𝒋 as functions
of 𝜔0 and 𝜃 in the range 4𝑘F𝛽 ≲ ℏ𝜔0 ≲ 8𝑘F𝛽, which corresponds to the spin-splitting energy
2ℎeff (𝜑) near the Fermi surface. It should be noted that the 𝜃 dependence of 𝒔 and 𝒋 differs in the
low-frequency region around ℏ𝜔0 ≃ 4𝑘F𝛽 and the high-frequency region around ℏ𝜔0 ≃ 8𝑘F𝛽.

Below, we discuss the regions A, B, C, and D in the color plot of Fig. 5.5. The four
schematic insets of Fig. 5.5 correspond to these regions. First, the low-frequency regions A
and B are considered. In these regions, spin injection across the interface occurs only in the
yellow regions, where the spin-splitting energy is small. In the region A, since the localized
spins 𝑺 in the FI are perpendicular to the spins of the 2DEG electrons, no spin is injected from
the FI into the 2DEG, and thus, both 𝒔 and 𝒋 become zero. In contrast, in the region B, the
spins of the 2DEG electrons are parallel to 𝑺 in the yellow region, resulting in the maximum
spin injection, and in the low-frequency region, 𝒔 and 𝒋 are maximized in the region B. A
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Figure 5.6: Current density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) at 𝛼/𝛽 = 1 as a function of the FMR frequency 𝜔0 and
the localized spin orientation 𝜃 in the FI. The left two color plots represent the results from the
full solution of the Boltzmann equation, while the right two plots show the results obtained with
the relaxation-time approximation. Here, Γ = 0.1𝑘F𝛽. Adapted from Ref. [51, 52].

similar discussion applies to the regions C and D. However, these regions correspond to the
high-frequency range, and spin injection across the interface occurs only in the blue regions,
where the spin-splitting energy is the largest, as shown in the insets of Fig. 5.5. In the region
C (D), since 𝑺 is parallel (perpendicular) to the spins in the 2DEG, the spin injection rate is
maximized (zero), and consequently, 𝒔 and 𝒋 are maximized (minimized).

From Fig. 5.5, it can also be seen that the direction of the current rotates as the FMR
frequency changes. For example, at ℏ𝜔0/𝑘F𝛽 = 4, the direction of the current 𝒋 is along
𝜑 = 7𝜋/4, while at ℏ𝜔0/𝑘F𝛽 = 8, the current direction is along 𝜑 = 𝜋/4. This can be explained
by the dependence of the spin-splitting width on the electron wavevector angle 𝜑 and the spin
texture on the Fermi surface.

5.2.5 Comparison with relaxation-time approximation

This section compares the results of the charge current induced by the IREE, as calculated using
Fermi’s golden rule in the previous sections with those obtained by applying the relaxation-time
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Figure 5.7: Plot of the maximum spin density 𝑠max ≡ max(
√
𝑠2𝑥 + 𝑠2𝑦) and the maximum current

density 𝑗max ≡ max(
√
𝑗2𝑥 + 𝑗2𝑦 ) as functions of 𝛼/𝛽 at Γ/𝑘F𝛽 = 0.1. Left panel: results obtained

from the full solution of the Boltzmann equation. Right panel: results obtained from the
relaxation-time approximation. Adapted from Ref. [51].

approximation to the impurity scattering term in our work [51,52]. The impurity collision term
under the relaxation-time approximation can be expressed as follows [80]:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

= − 𝑓 (𝒌, 𝛾) − 𝑓0(𝒌, 𝛾)
𝜏(𝒌, 𝛾) , (5.31)

𝜏(𝒌, 𝛾) = 𝜏(1 − 𝛾𝜁 (𝜑)), (5.32)

𝜁 (𝜑) ≡ 2𝜋𝐷 (𝜖F)
𝑘F

√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑. (5.33)

Here, 𝜏 denotes the spin-independent relaxation time and 𝜁 (𝜑) represents its modulation due to
the Rashba and Dresselhaus SOCs. Figure 5.6 presents the charge current density induced by
the IREE for 𝛼/𝛽 = 1; the two color plots on the left show the results from the full solution of
the Boltzmann equation and the two color plots on the right display the results obtained using
the relaxation-time approximation. From these color plots, it is observed that the charge current
calculated with the relaxation-time approximation reverses its sign at ℏ𝜔0 ≲ 3𝑘F𝛽, exhibiting
qualitatively different behavior from the full solution of the Boltzmann equation. Thus, using
the relaxation-time approximation for 𝛼/𝛽 = 1 yields inappropriate results. See Appendix D
for the comparison between the full solution of the Boltzmann equation and the relaxation-time
approximation when 𝛼/𝛽 is changed from 1.
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Figure 5.8: Divergence of 𝑠max/𝑠𝛽 near 𝛼/𝛽 ≃ 1, as observed in the left panel of Fig. 5.7. With
𝛼/𝛽 = 1 + |𝛿 |, the red (blue) points represent the values of 𝑠max/𝑠𝛽 as a function of |𝛿 | for
𝛿 < 0 (𝛿 > 0), shown in a log-log plot. The purple line represents a log-log plot of a function
proportional to 1/|𝛿 |.

5.2.6 Maximum values of spin density and charge current density

In this section, we discuss the dependence of the maximum values of the spin density 𝒔 and
charge current density 𝒋 generated by the IREE on the ratio 𝛼/𝛽. Figure 5.7 presents the
maximum spin density, 𝑠max ≡ max(

√
𝑠2𝑥 + 𝑠2𝑦), and the maximum charge current density,

𝑗max ≡ max(
√
𝑗2𝑥 + 𝑗2𝑦 ) as functions of 𝛼/𝛽. The plots on the left and right sides of Fig. 5.7 show

the results obtained from the full solution of the Boltzmann equation and the relaxation-time
approximation, respectively. As 𝛼/𝛽 approaches 1, the plot for the full solution of the Boltzmann
equation (left panel) shows a divergence in 𝑠max. This reflects the fact that at 𝛼/𝛽 = 1 the spin
quantization axis of electrons on the Fermi surface aligns in a single direction, leading to the
conservation of the spin component along the 3𝜋/4 direction and resulting in an exceptionally
long spin relaxation time [43–48]. Notably, the full solution of the Boltzmann equation cor-
responds to the inclusion of the vertex corrections in linear response theory, which properly
accounts for the spin conservation law [154–156]. In contrast, the plot for the relaxation-time
approximation (right panel) fails to reproduce the spin divergence at 𝛼/𝛽 = 1, as the relaxation-
time approximation does not adequately account for the spin conservation law. Meanwhile,
in both the full solution of the Boltzmann equation and the relaxation-time approximation, the
magnitude of 𝑗max is suppressed at 𝛼/𝛽 = 1. This occurs because in the IREE the charge currents
induced from the outer and inner Fermi surfaces are in opposite directions, partially canceling
each other. The increase in charge current density with larger 𝛼/𝛽 in Fig. 5.7 arises from the
enhancement of spin splitting caused by the Rashba SOC. As the Rashba SOC becomes stronger,
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while keeping the strength of the Dresselhaus SOC fixed, the charge current generated by the
IREE correspondingly increases.

To further analyze the divergence behavior of 𝑠max, the following discusses its relationship
with the spin relaxation time. In Ref. [81], the spin relaxation time was determined by solving
the following Boltzmann equation for the Hamiltonian of chiral metals:

𝐻chiral = 𝛼∥𝑘𝑧�̂�𝑧 + 𝛼⊥𝑘𝑥�̂�𝑥 , (5.34)

using the collision term for nonmagnetic impurity scattering of Eq. (5.7):

𝜕 𝑓 (𝑡, 𝒌, 𝛾)
𝜕𝑡

=
𝜕 𝑓

𝜕𝑡

���
imp
. (5.35)

The nonequilibrium distribution function is expressed as

𝑓 (𝑡, 𝒌, 𝛾) = 𝑓0(𝐸𝛾𝒌 ) + 𝑒
−𝑡/𝜏𝑠𝜑𝜏𝑠 (𝒌, 𝛾)

(
−
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

)
, (5.36)

where 𝜏𝑠 is the spin relaxation time. One of the obtained relaxation modes is given by

𝜏

𝜏𝑠
=

1
1 + tan 𝛿

, (5.37)

as reported in Ref. [81]. Here, 𝜏 is the momentum relaxation time and 𝛿 is defined by the
relation (𝛼∥ , 𝛼⊥) = (�̃� cos 𝛿, �̃� sin 𝛿). As stated in the Supplemental Material of Ref. [81], by
applying an appropriate coordinate transformation to Eq. (5.34), it can be rewritten in terms of
the Hamiltonian for a system with coexisting the Rashba and Dresselhaus SOCs:

𝐻SOC = 𝛼(𝑘𝑦�̂�𝑥 − 𝑘𝑥�̂�𝑦) + 𝛽(𝑘𝑥�̂�𝑥 − 𝑘𝑦�̂�𝑦). (5.38)

The coefficients in Eq. (5.34) and Eq. (5.38) are related as

𝛼∥ = 𝛼 − 𝛽, 𝛼⊥ = 𝛼 + 𝛽, (5.39)

and Eq. (5.37) can be rewritten as follows:

𝜏

𝜏𝑠
≡ 1

1 + tan 𝛿
=

1
2

(
1 − 1

𝛼/𝛽
)
, (5.40)

in which 𝜏𝑠 diverges when 𝛼/𝛽 = 1. Introducing an infinitesimal deviation 𝛿 such that 𝛼/𝛽 =

1 + 𝛿, Eq. (5.40) can be approximated as

𝜏

𝜏𝑠
=

1
2

(
1 − 1

𝛼/𝛽
)
≃ 𝛿

2
. (5.41)
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In the above expression, the Taylor expansion is performed with respect to the infinitesimal
quantity 𝛿. This result indicates that the spin relaxation time diverges as 1/𝛿.

Figure 5.8 presents a log-log plot of 𝑠max/𝑠𝛽 as a function of |𝛿 |, corresponding to the left
panel of Fig. 5.7. The red (blue) points represent the plot of 𝑠max/𝑠𝛽 for 𝛿 < 0 (𝛿 > 0), which
exhibit the same slope as the purple line proportional to 1/|𝛿 |. This indicates that 𝑠max/𝑠𝛽
diverges with the order of 1/|𝛿 | around 𝛼/𝛽 ≃ 1, similarly to the spin relaxation time given
in Eq. (5.41). Therefore, the sharp increase of 𝑠max/𝑠𝛽 near 𝛼/𝛽 = 1 can be interpreted as
a result of strongly suppressed spin relaxation of 2DEG electrons, leading to significant spin
accumulation.

In this study, we employ the linearized Boltzmann equation, and thus the divergence of spin
density at 𝛼/𝛽 = 1 in the left panel of Fig. 5.7 lies beyond the scope of this model. Under
the nonmagnetic impurity scattering considered here, no electron relaxation occurs at 𝛼/𝛽 = 1,
preventing the 2DEG from reaching a steady state and leading to the divergence of spin density.
In experiments, we expect this divergence to be suppressed by the effects of magnetic impurities.
We consider the qualitative behavior of a large spin density at 𝛼/𝛽 = 1 due to spin conservation
to be reasonable.

5.3 Experimental Relevance

To observe the IREE discussed in this study, it is necessary to satisfy the weak-impurity limit,
Γ ≪ 2𝑘F𝛼, 2𝑘F𝛽 ≪ 𝜖F, where 2𝑘F𝛼 or 2𝑘F𝛽 represents the energy splitting at the Fermi
surface. As an example, consider a 2DEG in an AlGaAs/GaAs system with an electron mobility
of 106 cm2/Vs [143]. For this system, using an electron density of 𝑛 = 5 × 1011 cm−2 and
𝑘F𝛼 = 0.1 meV (≃ 25 GHz) [143, 146], the impurity scattering rate can be estimated as Γ ≃
10−1(2𝑘F𝛼) ≃ 10−3𝜖F [48,78], which satisfies the weak-impurity limit. Therefore, it is expected
that the results of this study can be observed in a system where an FI, such as YIG, is interfaced
with this semiconductor heterostructure.

Another example involves a thin GaAs film, in which only a few transport channels contribute
in the thickness direction. Although YIG-GaAs junctions have attracted attention in the field
of spintronics [157–159], no experimental studies on IREE have been conducted in this system.
On the other hand, IREE has already been observed in Fe-GaAs junctions [112], in which the
Rashba SOC was estimated to be 100 meVÅ. Using this Rashba SOC value and the electron
mobility 𝜇 = 104 cm2/Vs at liquid nitrogen temperature in bulk GaAs with an electron density
of 𝑛 = 1017 cm−3 [160–163], the impurity scattering rate is estimated as Γ ≃ 0.5(2𝑘F𝛼) ≃ 0.1𝜖F.
Therefore, high-quality YIG-GaAs junctions nearly satisfy the weak-impurity limit, suggesting
that the results of this study may be observable.



Chapter 6

Rashba-Edelstein Magnetoresistance

This chapter establishes a theoretical framework for the Rashba-Edelstein Magnetoresistance
(REMR) in a system consisting of a two-dimensional electron gas (2DEG) with the Rashba
and Dresselhaus spin-orbit couplings (SOCs) and a ferromagnetic insulator (FI), as depicted in
Fig. 6.1 [50]. Using the microscopic Hamiltonian introduced in Chap. 3 and the Boltzmann
equation, we calculate spin density and charge current density induced in the 2DEG due to the
REMR for both dirty and clean FI-2DEG interfaces. This analysis reveals that the sign of REMR
varies with the interface type, elucidating the physical mechanism of REMR.

A theoretical study on the REMR in junction systems consisting of FI and two-dimensional
materials has been reported in Ref. [140]. However, this study adopts a phenomenological
approach based on spin mixing conductance, which does not account for the effects of magnons
or the dependence on interfacial states. The anisotropic magnetoresistance (AMR) in dilute
magnetic semiconductors has been theoretically explored in Refs. [144, 145]. While these
frameworks could, in principle, be extended to the REMR, they also lack the ability to describe
magnon contributions and interfacial state dependence. In this study, we address these limitations
by employing the microscopic interfacial interaction Hamiltonian presented in Eq. (3.27). Using
this approach, we elucidate the contributions of magnons to the REMR and reveal its dependence
on interfacial states, providing a more comprehensive and detailed theoretical framework.

The chapter is organized as follows: Section 6.1 provides the formulation of the REMR using
the Boltzmann equation, deriving analytical expressions for the spin density and charge current
density induced in the 2DEG for dirty and clean FI-2DEG interfaces. Section 6.2 presents plots
of the spin density and charge current density for each type of interface as functions of the
orientation of localized spins in the FI, along with an examination of their dependence on the
ratio of the Rashba and Dresselhaus SOCs. Section 6.3 discusses the relevance of the theoretical
findings of this study to experimental REMR results.

87
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Figure 6.1: The setup of the REMR considered in this study. The red arrow represents the
localized spin 𝑺 in the FI, the orange arrow indicates the current density 𝒋 generated by an
external DC electric field, and the green arrow represents the modulation of current density Δ 𝒋
induced by the REMR. Adapted from Ref. [50].

6.1 Formulation

This section presents the formulation of the REMR in the FI-2DEG junction system. Sec-
tion 6.1.1 introduces the Boltzmann equation for the REMR, followed by the calculation of the
REE in the 2DEG in Sec. 6.1.2. The REMR in the FI-2DEG junction system is then analytically
evaluated for both dirty and clean interfaces in Secs. 6.1.3 and 6.1.4, respectively.

6.1.1 Boltzmann equation

In this chapter, as in Chap. 5, we consider the weak-impurity limit; the spin splitting in the energy
band of conduction electrons in the 2DEG due to the Rashba or Dresselhaus SOCs is assumed
to be sufficiently large compared to the strength of impurity scattering. Under this condition,
as described in Sec. 5.1.1, the distribution function of 2DEG electrons can be expressed as
𝑓 (𝒌, 𝛾), where 𝒌 is the wavevector and 𝛾 is the index for spin-polarized bands. Additionally,
as in Chap. 5, we consider the steady-state solution in a system with translational symmetry.
In this case, by using perturbation theory for the nonmagnetic impurity scattering Hamiltonian
𝐻imp in Eq. (3.12) and the interfacial interaction Hamiltonian 𝐻int in Eq. (3.27), the Boltzmann
equation for the REMR under an externally applied electric field 𝐸𝑥 in the 𝑥-direction is given
by:

𝑒𝐸𝑥
ℏ
𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑘𝑥

=
𝜕 𝑓 (𝒌, 𝛾)

𝜕𝑡

���
imp

+𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

���
int
. (6.1)

Here, 𝑒 (< 0) denotes the electron charge. The first and second terms on the right-hand side
of the above equation represent the collision terms due to impurity scattering and interfacial
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exchange coupling, respectively.

The expression for the collision term due to impurity scattering, given in Eqs. (5.4) and (5.5),
is reiterated as follows:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

=
∑
𝒌′

∑
𝛾′=±

[
𝑃𝒌′𝛾′→𝒌𝛾 𝑓 (𝒌′, 𝛾′) (1 − 𝑓 (𝒌, 𝛾)) − 𝑃𝒌𝛾→𝒌′𝛾′ 𝑓 (𝒌, 𝛾)(1 − 𝑓 (𝒌′, 𝛾′))

]
,

(6.2)

𝑃𝒌𝛾→𝒌′𝛾′ =
2𝜋
ℏ
|⟨𝒌′𝛾′|𝐻imp({𝑹𝑖}) |𝒌𝛾⟩|2𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
), (6.3)

where 𝑃𝒌𝛾→𝒌′𝛾′ represents the transition rate of electrons due to impurity scattering within the
Born approximation and 𝐻imp({𝑹𝑖}) is the scattering matrix with matrix elements given by
⟨𝒌′𝜎′|𝐻imp({𝑹𝑖}) |𝒌𝜎⟩ = (𝑢/A)𝛿𝜎,𝜎′

∑
𝑖 𝑒

−𝑖(𝒌′−𝒌)·𝑹𝑖 (𝜎, 𝜎′ =↑, ↓). Taking the random average
over impurity positions {𝑹𝑖} for Eq. (6.2) yields Eq. (5.7):

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
imp

=
𝜋𝑢2𝑛imp

ℏA
∑
𝒌′,𝛾′

[1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)] [ 𝑓 (𝒌′, 𝛾′) − 𝑓 (𝒌, 𝛾)]𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
).

(6.4)

Similarly, the collision term due to the interfacial exchange coupling is given by the following
equation:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
int

=
∑
𝒌′

∑
𝛾′

[
𝑄𝒌′𝛾′→𝒌𝛾 𝑓 (𝒌′, 𝛾′)(1 − 𝑓 (𝒌, 𝛾)) −𝑄𝒌𝛾→𝒌′𝛾′ 𝑓 (𝒌, 𝛾)(1 − 𝑓 (𝒌′, 𝛾′))

]
,

(6.5)

where 𝑄𝒌𝛾→𝒌′𝛾′ represents the transition rate of electrons due to the interfacial exchange cou-
pling. We calculate the transition rate using the Hamiltonian of the interfacial exchange coupling,
Eq. (3.27), with the conditions given in Eqs. (3.28) and (3.29) for clean and dirty interfaces.
These conditions are reiterated as follows:

𝐻int = 𝐻int,d + 𝐻int,s, (6.6)

𝐻int,d =
∑
𝒒

∑̄
𝒒

(𝑇𝒒,�̄�𝑆𝑥
′+
𝒒 𝑠𝑥

′−
�̄� + 𝑇∗

𝒒,�̄�𝑆
𝑥′−
𝒒 𝑠𝑥

′+
�̄� ), (6.7)

𝐻int,s =
∑̄
𝒒

T0,�̄�𝑆0𝑠
𝑥′
�̄� , (6.8)

dirty interface : 𝑇𝒒,�̄� = 𝑇sin(𝑞𝑧𝑎), T0,�̄� = T̄ , (6.9)

clean interface : 𝑇𝒒,�̄� = 𝑇sin(𝑞𝑧𝑎)𝛿𝒒 ∥ ,�̄�, T0,�̄� = T̄ 𝛿�̄�,0, (6.10)

where 𝐻int,d and 𝐻int,s respectively represents dynamic and static contributions. Here, it should
be noted that Eqs. (6.9) and (6.10) contain the factor sin(𝑞𝑧𝑎), where 𝑞𝑧 is the 𝑧-component
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of 𝒒 and 𝑎 represents the lattice constant of the FI. This factor originates from the fixed-end
boundary condition imposed on the magnon wave function at the FI-2DEG interface, as shown
in Fig. 6.1. In SP discussed in Chap. 4 and the IREE in Chap. 5, we focused on the FMR,
which involves only magnons in the zero-wavenumber mode, allowing this factor to be absorbed
into the constant 𝑇 . However, in the REMR examined in this chapter, we consider magnons
with various wavenumber modes and require the explicit inclusion of the sin(𝑞𝑧𝑎) factor. The
derivation from Eqs. (6.6)-(6.10) is provided in Appendix E. Within the Born approximation,
the transition rate can be expressed as follows:

𝑄𝒌,𝛾→𝒌′,𝛾′ =
∑
𝒒,𝒒′

∑
𝑁𝒒 ,𝑁

′
𝒒′

2𝜋
ℏ
|⟨𝒌′𝛾′|⟨𝑁′

𝒒′ |𝐻int,d |𝒌𝛾⟩|𝑁𝒒⟩|2𝛿(𝐸𝛾
′

𝒌′ + 𝑁
′
𝒒′ℏ𝜔𝒒′ − 𝐸𝛾𝒌 − 𝑁𝒒ℏ𝜔𝒒)𝜌(𝑁𝒒)

+ 2𝜋
ℏ
|⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩|2𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
). (6.11)

Here, |𝑁𝒒⟩ represents the eigenstate of the magnon number operator, and 𝜌(𝑁𝒒) is given by
𝜌(𝑁𝒒) = 𝑒−βℏ𝜔𝒒𝑁𝒒/∑∞

𝑁𝒒=0 𝑒
−βℏ𝜔𝒒𝑁𝒒 .

With the solution 𝑓 (𝒌, 𝛾) of the Boltzmann equation in Eq. (6.1), the spin density and charge
current density in the 2DEG induced by the REMR can be expressed similarly to Eqs. (5.28)
and (5.29) as follows:

𝒔 =
ℏ

2A
∑
𝒌,𝛾

⟨𝒌𝛾 |�̂� |𝒌𝛾⟩ 𝑓 (𝒌, 𝛾), (6.12)

𝒋 =
𝑒

A
∑
𝒌,𝛾

𝒗(𝒌, 𝛾) 𝑓 (𝒌, 𝛾). (6.13)

Here, 𝒗 represents the electron velocity defined in Eq. (5.30):

𝒗(𝒌, 𝛾) = 1
ℏ

𝜕𝐸
𝛾
𝒌

𝜕𝒌
=
ℏ𝒌
𝑚∗ +

𝛾

ℏ
𝜕ℎeff (𝒌)
𝜕𝒌

. (6.14)

In the following calculations, the summation over 𝒌 will be replaced by an integral over 𝒌 using
Eq. (5.8):

1
A

∑
𝒌

(· · · ) = 1
2𝜋

∫ ∞

0
𝑑𝑘 |𝒌 |

∫ 2𝜋

0

𝑑𝜑

2𝜋
(· · · ). (6.15)

6.1.2 Rashba-Edelstein effect (REE)

In this section, we present the formulation of the REE in the 2DEG under a DC electric field
𝑬 = (𝐸𝑥 , 0). Since the REE arises within the 2DEG alone, the Boltzmann equation for REE
excludes the collision term due to the interfacial exchange coupling, which is the second term
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on the right-hand side of Eq. (6.1). First, the distribution function is expressed as follows:

𝑓 (𝒌, 𝛾) = 𝑓0(𝐸𝛾𝒌 ) + 𝑓1(𝒌, 𝛾), (6.16)

𝑓1(𝒌, 𝛾) = −
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

𝛿𝜇1(𝒌, 𝛾), (6.17)

Here, 𝑓0(𝜖) = (exp[β(𝜖 − 𝜇)] + 1)−1 is the Fermi distribution function, 𝑓1(𝒌, 𝛾) represents
the modulation of the non-equilibrium distribution function due to the DC electric field, and
𝛿𝜇1(𝒌, 𝛾) denotes the shift in chemical potential. Note that 𝛿𝜇1(𝒌, 𝛾) is proportional to 𝐸𝑥
within the linear response to the DC electric field. By substituting Eqs. (6.16) and (6.17) into
Eq. (6.1) with the collision term due to the interfacial exchange coupling omitted, and retaining
terms up to linear order in 𝐸𝑥 , we obtain the following Boltzmann equation for the REE:

𝑒𝐸𝑥
ℏ

𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝑘𝑥

=
𝜕 𝑓1(𝒌, 𝛾)

𝜕𝑡

���
imp
. (6.18)

By substituting the nonmagnetic impurity collision term from Eq. (6.4) into Eq. (6.18), we
obtain the following integral equation for 𝑓1(𝒌, 𝛾):

𝑓1(𝒌, 𝛾) = L(𝒌, 𝛾)

+ ℏ2

2𝑚∗

∫ 2𝜋

0

𝑑𝜑′

2𝜋

∑
𝛾′

∫ ∞

0
𝑑𝑘′ |𝒌′| [1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)] 𝑓1(𝒌′, 𝛾′)𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
).

(6.19)

Here, L(𝒌, 𝛾) is defined as follows:

L(𝒌, 𝛾) ≡ −ℏ𝑒𝐸𝑥
Γ

·
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

×
(
ℏ|𝒌 |
𝑚∗ cos 𝜑 + 𝛾

ℏ
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑

[(𝛼2 + 𝛽2) cos 𝜑 + 2𝛼𝛽 sin 𝜑]
)
. (6.20)

Then, by iteratively substituting 𝑓1(𝒌, 𝛾) into the right-hand side of Eq. (6.19), we obtain the
following expression as the solution to Eq. (6.19):

𝑓1(𝒌, 𝛾) = L(𝒌, 𝛾) + ℏ2

2𝑚∗

∫ 2𝜋

0

𝑑𝜑′′

2𝜋

∑
𝛾′′
𝛾𝛾′′

∫ ∞

0
𝑑𝑘′′ |𝒌′′| 𝛿(𝐸𝛾

′′

𝒌′′ − 𝐸
𝛾
𝒌
)

× �̂�𝑇eff (𝜑)
(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

�̂�eff (𝜑′′)L(𝒌′′, 𝛾′′). (6.21)
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The second term in Eq. (6.21) can be calculated as follows:

ℏ2

2𝑚∗

∫ 2𝜋

0

𝑑𝜑′′

2𝜋

∑
𝛾′′
𝛾𝛾′′

∫ ∞

0
𝑑𝑘′′ |𝒌′′| 𝛿(𝐸𝛾

′′

𝒌′′ − 𝐸
𝛾
𝒌
)

× �̂�𝑇eff (𝜑)
(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

�̂�eff (𝜑′′)L(𝒌′′, 𝛾′′)

=
𝑒𝐸𝑥
Γ

·
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

· 𝛾√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑

[(𝛼2 + 𝛽2) cos 𝜑 + 2𝛼𝛽 sin 𝜑] . (6.22)

Here, we used the following approximation, neglecting second-order terms of the Rashba and
Dresselhaus SOCs:

𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
) ≃ 𝑚∗

ℏ2
√

2𝑚∗𝐸𝛾
𝒌
/ℏ2

𝛿(𝑘′ − 𝑘′(𝒌, 𝛾, 𝜑′, 𝛾′)), (6.23)

𝑘′(𝒌, 𝛾, 𝜑′, 𝛾′) ≃
√

2𝑚∗𝐸𝛾
𝒌
/ℏ2 − 𝑚∗𝛾′

√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑′

ℏ2 . (6.24)

By substituting Eq. (6.22) into Eq. (6.21), we obtain the following solution:

𝑓1(𝒌, 𝛾) = −
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

ℏ2𝑒𝐸𝑥 |𝒌 |
Γ𝑚∗ cos 𝜑. (6.25)

Note that this solution satisfies the charge conservation condition
∑

𝒌,𝛾 𝑓1(𝒌, 𝛾) = 0. By
comparing Eq. (6.25) with Eq. (6.17), it can be seen that the shift in the chemical potential is
given by:

𝛿𝜇1(𝒌, 𝛾) =
ℏ2𝑒𝐸𝑥 |𝒌 |
Γ𝑚∗ cos 𝜑. (6.26)

It should be noted that this result is consistent with Eq. (A.11) in Appendix A, which was derived
in Ref. [32].

6.1.3 Dirty interface

In this section, we consider the REMR at the dirty FI-2DEG interface. In this case, the
interfacial interaction Hamiltonian𝐻int is given by Eqs. (6.8) and (6.9). First, the non-equilibrium
distribution function of the 2DEG electrons is written in the following form:

𝑓 (𝒌, 𝛾) = 𝑓0(𝐸𝛾𝒌 ) + 𝑓1(𝒌, 𝛾) + 𝑓D(𝒌, 𝛾), (6.27)

𝑓D(𝒌, 𝛾) = −
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

𝛿𝜇D(𝒌, 𝛾), (6.28)
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Here, 𝑓1(𝒌, 𝛾) is given by Eq. (6.25), and 𝑓D(𝒌, 𝛾) represents the modulation of the distribution
function due to the interfacial exchange coupling. Considering second-order perturbation theory
for the interfacial interaction Hamiltonian 𝐻int, the collision term due to interfacial scattering
is proportional to max( |𝑇 |2, |T̄ |2) through the transition rates. Since the distribution function
contributing to the REMR is proportional to max(|𝑇 |2𝐸𝑥 , |T̄ |2𝐸𝑥), the shift in chemical potential
𝛿𝜇D(𝒌, 𝛾) is evaluated at this order. Note that |𝛿𝜇D(𝒌, 𝛾) | ≪ |𝛿𝜇1(𝒌, 𝛾) |. By substituting
Eqs. (6.27) and (6.28) into the Boltzmann equation in Eq. (6.1) and comparing terms of order
max(|𝑇 |2𝐸𝑥 , |T̄ |2𝐸𝑥) on both sides, we obtain the following equation:

0 =
𝜕 𝑓D(𝒌, 𝛾)

𝜕𝑡

����
imp

+ 𝜕 𝑓1(𝒌, 𝛾)
𝜕𝑡

����
int
. (6.29)

Then, by substituting the expressions for the collision terms in Eqs. (6.4) and (6.5) into Eq. (6.29)
and carrying out the calculations, we obtain the full solution of the Boltzmann equation as
follows:

𝛿𝜇D(𝜑, 𝛾) = 𝛾
2𝜋𝐷 (𝜖F)𝑆0𝑒𝐸𝑥A

Γ2 𝐼 (𝑇)𝑔(𝜃, 𝜑), (6.30)

𝐼 (𝑇) = −4|𝑇 |2
∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎) + 𝑆0 |T̄ |2, (6.31)

𝑔(𝜃, 𝜑) = {[𝛼 + 𝛽𝜂] sin(𝜑 − 𝜃) + [𝛽 + 𝛼𝜂] cos(𝜑 + 𝜃)}

× 𝛼 sin 𝜃 − 𝛽 cos 𝜃
(1 − 𝜂2)

√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑

, (6.32)

where 𝐼 (𝑇) is a temperature-dependent factor and 𝜂 is a dimensionless factor defined as follows:

𝜂 =


𝛽/𝛼 (𝛼2 ≥ 𝛽2)
𝛼/𝛽 (𝛽2 ≥ 𝛼2)

. (5.25)

Here, terms independent of 𝜃 have been omitted as they do not contribute to the REMR. For a
detailed derivation, refer to Appendix F.1.

From Eqs. (6.12) and (6.13), the modulation of spin density and charge current density in
the 2DEG due to REMR can be expressed using 𝑓D(𝒌, 𝛾) as follows:

Δ𝒔D(𝜃) =
ℏ

4𝜋

∑
𝛾

∫
𝑑𝑘 |𝒌 |

∫
𝑑𝜑

2𝜋
⟨𝒌𝛾 |�̂� |𝒌𝛾⟩ 𝑓D(𝒌, 𝛾), (6.33)

Δ 𝒋D(𝜃) =
𝑒

2𝜋

∑
𝛾

∫ ∞

0
𝑑𝑘 |𝒌 |

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝒗(𝒌, 𝛾) 𝑓D(𝒌, 𝛾). (6.34)

By substituting the solution of the Boltzmann equation given in Eqs. (6.30)–(6.32) into Eqs. (6.33)
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and (6.34), we obtain the following expressions:

Δ𝒔D(𝜃) =
𝑘F𝐷 (𝜖F)𝑆0𝑒𝐸𝑥A𝐼 (𝑇)

2𝑣FΓ2
𝛼 sin 𝜃 − 𝛽 cos 𝜃

1 − 𝜂2

(
cos 𝜃 sin 𝜃
sin 𝜃 cos 𝜃

) (
1 + 𝜂2

−2𝜂

)
, (6.35)

Δ 𝒋D(𝜃) =
𝑒2𝑘F𝐷 (𝜖F)𝑆0𝐸𝑥A𝐼 (𝑇)

ℏ2𝑣FΓ2

(
(𝛼 sin 𝜃 − 𝛽 cos 𝜃)2

−(𝛼2 + 𝛽2) cos 𝜃 sin 𝜃

)
. (6.36)

Here, 𝑣F = ℏ𝑘F/𝑚∗ represents the Fermi velocity in the absence of the Rashba and Dresselhaus
SOCs. For detailed calculations, refer to Appendix F.1.

6.1.4 Clean interface

In this section, we consider the REMR at a clean interface using 𝐻int as given in Eqs. (6.8) and
(6.10). The non-equilibrium distribution function of the 2DEG electrons is expressed in the
following form:

𝑓 (𝒌, 𝛾) ≡ 𝑓0(𝒌, 𝛾) + 𝑓1(𝒌, 𝛾) + 𝑓C(𝒌, 𝛾), (6.37)

𝑓C(𝒌, 𝛾) = −
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

𝛿𝜇C(𝒌, 𝛾). (6.38)

These expressions are identical to Eqs. (6.27) and (6.28), except that the subscript ‘C’ is used
to denote the clean interface. Note that 𝛿𝜇C(𝒌, 𝛾) is of the order max(𝐸𝑥 |𝑇 |2, 𝐸𝑥 |T̄ |2) and that
|𝛿𝜇C(𝒌, 𝛾) | ≪ |𝛿𝜇1(𝒌, 𝛾) |. By substituting Eqs. (6.37) and (6.38) into the Boltzmann equation
in Eq. (6.1) and comparing terms of the order max( |𝑇 |2𝐸𝑥 , |T̄ |2𝐸𝑥) on both sides, we obtain the
following equation:

0 =
𝜕 𝑓C(𝒌, 𝛾)

𝜕𝑡

���
imp

+𝜕 𝑓1(𝒌, 𝛾)
𝜕𝑡

���
int
. (6.39)

Then, by using the expressions for the collision terms in Eqs. (6.4) and (6.5) and carrying out
the calculations, we obtain the following analytical expressions for the spin density and charge
current density:

Δ𝒔C(𝜃) =
2𝑘F𝐷 (𝜖F)𝑆0 |𝑇 |2A𝑒𝐸𝑥

𝑣FΓ2

∫ 2𝜋

0

𝑑𝜑

2𝜋
�̂�eff (𝜑)J (𝜑), (6.40)

Δ 𝒋C(𝜃) =
4𝑒2𝑚∗𝐷 (𝜖F)A𝑆0 |𝑇 |2𝐸𝑥

ℏ3Γ2

∫ 2𝜋

0

𝑑𝜑

2𝜋
1

𝜅(𝜑)

(
(𝛼2 + 𝛽2) cos 𝜑 + 2𝛼𝛽 sin 3𝜑
(𝛼2 + 𝛽2) sin 𝜑 − 2𝛼𝛽 cos 3𝜑

)
J (𝜑).

(6.41)
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Here, 𝜅(𝜑) ≡
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑, and J (𝜑) is given by the following expression:

J (𝜑) = 𝐵(𝜑, 𝜃) +
∫ 2𝜋

0

𝑑𝜑′′

2𝜋
𝐵(𝜑′′, 𝜃) �̂�𝑇eff (𝜑)�̂� �̂�eff (𝜑′′), (6.42)

𝐵(𝜑, 𝜃) = I1(𝑇)𝜅(𝜑) cos 𝜑[ �̂�eff (𝜑) · �̂�(𝜃)]2 − 2I2(𝑇) sin 𝜑[ �̂�eff (𝜑) · �̂�(𝜃)] [𝒈(𝜑) · �̂�(𝜃)],
(6.43)

�̂� =
2

1 − 𝜂2

(
1 −𝜂
−𝜂 1

)
, (6.44)

𝒈(𝜑) =
(
𝛼 cos 𝜑 − 𝛽 sin 𝜑
𝛼 sin 𝜑 − 𝛽 cos 𝜑

)
, (6.45)

I1(𝑇) =
∑
𝑞𝑧>0

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝑁 (𝜑, 𝑞𝑧)sin2(𝑞𝑧𝑎) cos 𝜑[1 − 2 cos 𝜑], (6.46)

I2(𝑇) =
∑
𝑞𝑧>0

∫ 2𝜋

0

𝑑𝜑

2𝜋
𝑁 (𝜑, 𝑞𝑧)sin2(𝑞𝑧𝑎) sin2 𝜑, (6.47)

𝑁 (𝜑, 𝑞𝑧) =
1

𝑒𝛽ℏ𝜔(𝜑,𝑞𝑧) − 1
, (6.48)

ℏ𝜔(𝜑, 𝑞𝑧) = ℏ|𝛾g |ℎdc + 4D𝑘2
F sin2 𝜑

2
+ D𝑞2

𝑧 . (6.49)

Note that terms independent of 𝜃 have been omitted, as they do not contribute to the REMR.
For detailed calculations, see Appendix F.2.

6.2 Results

In this section, we present the results of the spin density and charge current density induced in
the 2DEG by the REMR. First, the effect of interface randomness is discussed in Sec. 6.2.1.
Next, the results for the dirty interface and clean interface are shown in Secs. 6.2.2 and 6.2.3,
respectively. Finally, Sec. 6.2.4 elucidates the 𝛼/𝛽 dependence of the maximum values of the
spin density and charge current density.

6.2.1 The effect of interface randomness

In this section, we discuss the effect of interface randomness through comparison of the results for
dirty and clean interfaces. The discussion begins with examination of the coefficient appearing
in the dirty interface results as defined in Eq. (6.31):

𝐼 (𝑇) = −4|𝑇 |2
∑
𝒒

⟨𝑁𝒒⟩ + 𝑆0 |T̄ |2, (6.31)
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The first term of 𝐼 (𝑇), which is proportional to |𝑇 |2, originates from the first term of the
interface interaction Hamiltonian in Eq. (3.27), representing the effect of magnon absorption
and emission. In contrast, the second term, proportional to |T̄ |2, stems from the second term of
the interface interaction Hamiltonian, describing the effect of the exchange bias at the interface.
The magnitude of |T̄ |2 is larger than that of |𝑇 |2 by an order of the number of unit cells in the
FI, 𝑁FI, making the second term in Eq. (6.31) dominant (see Appendix E for a detail). This
indicates that for a dirty interface the REMR is primarily induced by the exchange bias at the
interface. Therefore, in the following, we approximate 𝐼 (𝑇) as:

𝐼 (𝑇) ≃ 𝑆0 |T̄ |2. (6.50)

Under this approximation, note that the REMR in the dirty interface is independent of tempera-
ture.

Next, we examine the results for the clean interface. In the analytical results for the clean
interface, given by Eqs. (6.41)-(6.45), the coupling constant T̄ , which represents the effect of
exchange bias, does not appear. At clean interfaces, the wavevector conservation of 2DEG
electrons holds, meaning that the wavevectors of 2DEG electrons remain unchanged before and
after scattering caused by interface disorder. For a 2DEG electron to transition to another state,
the electron must exchange magnons with the FI, which causes it to scatter into a state shifted by
the magnon wavevector. Therefore, the transitions of 2DEG electrons induced by the exchange
bias effect, represented by the last term of Eq. (3.27) in which magnons are absent, do not occur
at clean interfaces. Instead, only the magnon absorption and emission effects, described by the
first term of Eq. (3.27), contribute to the REMR at clean interfaces. Consequently, the REMR
in the clean interface is temperature-dependent. These differences between the dirty and clean
interfaces constitute one of the main findings of this chapter.

6.2.2 Dirty interface

In this section, we present the results for the REMR in the dirty interface. We adopt the following
normalization constants for the spin density and charge current density:

𝑠𝑥,D = −
𝑘F𝐷 (𝜖F)𝑆2

0𝑒𝐸𝑥A|T̄ |2𝑥
2𝑣FΓ2 (𝑥 = 𝛼, 𝛽), (6.51)

𝑗𝑥,D, =
𝑒2𝑘F𝐷 (𝜖F)𝑆2

0𝐸𝑥A|T̄ |2𝑥2

ℏ2𝑣FΓ2 (𝑥 = 𝛼, 𝛽). (6.52)

Note that these constants are positive when 𝐸𝑥 > 0. The normalization constant for the charge
current density, 𝑗𝑥,D, is proportional to the square of the Rashba or Dresselhaus SOCs, 𝛼2 or 𝛽2,
respectively. This is consistent with the REMR arising from the combination of the REE and
IREE, both of which are induced by SOC. In the following section, we provide plots for the spin
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Figure 6.2: Left two panels: For a dirty interface with only the Rashba SOC present (𝛽/𝛼 = 0),
these plots display the modulation of spin density and charge current density induced in the 2DEG
by the REMR as functions of the localized spin orientation 𝜃 in the FI. To simplify interpretation,
the modulation is shown relative to reference points at 𝜃 = 𝜋/2 and 3𝜋/2. Right four panels:
Schematic representations of the modulation of the 2DEG conduction electron distribution
function near the Fermi surface for (A) 𝜃 = 0, 𝜋, (B) 𝜃 = 𝜋/4, 5𝜋/4, (C) 𝜃 = 𝜋/2, 3𝜋/2, and
(D) 𝜃 = 3𝜋/4, 7𝜋/4. Orange (blue) regions indicate areas where the distribution function of
2DEG conduction electrons has increased (decreased) relative to the reference points at 𝜃 = 𝜋/2
and 3𝜋/2. The red and green arrows represent the orientation of the localized spins in the FI
and the direction of the charge current density modulation induced in the 2DEG by the REMR,
respectively. Adapted from Ref. [50].

density, Δ𝒔D/𝑠𝛼,D (or Δ𝒔D/𝑠𝛽,D), and the charge current density, Δ 𝒋D/ 𝑗𝛼,D (or Δ 𝒋D/ 𝑗𝛽,D), each
normalized by the constants defined in Eqs. (6.51) and (6.52).

Rashba SOC (𝛽/𝛼 = 0)

First, we examine the case of the 2DEG with only the Rashba SOC (𝛽/𝛼 = 0). In the left two
panels of Fig. 6.2, we plot the modulation of spin density and charge current density induced
in the 2DEG by the REMR as a function of the localized spin orientation 𝜃 in the FI. The
REMR measurements observe the relative change in these quantities as 𝜃 is varied. Thus, the
spin density Δ𝒔D(𝜋/2) and charge current density Δ 𝒋D(𝜋/2) at 𝜃 = 𝜋/2 are set to zero, and
the deviations from these reference values are plotted. Both the spin density and charge current
density rotate with changing 𝜃, forming periodic functions in 𝜃 with a period of 𝜋.
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These results can be intuitively understood as follows. The right four panels of Fig. 6.2
depict the spin-split Fermi surfaces and modulation of the distribution function for (A) 𝜃 = 0, 𝜋,
(B) 𝜃 = 𝜋/4, 5𝜋/4, (C) 𝜃 = 𝜋/2, 3𝜋/2, and (D) 𝜃 = 3𝜋/4, 7𝜋/4. Since we focus on the
relative modulation from the reference points, regions where the distribution function increases
(decreases) relative to the baseline case of (C) 𝜃 = 𝜋/2, 3𝜋/2 are shown in orange (blue). In these
panels, the dashed lines represent the Fermi surface in equilibrium without an applied DC electric
field; when a DC electric field is applied in the +𝑥 direction, the Fermi surface shifts toward the
−𝑥 direction, resulting in spin accumulation polarized in the −𝑦 direction due to the REE. As
discussed in Sec. 6.2.1, the effect of exchange bias at the interface is the dominant contribution
to the REMR in the dirty interface. This exchange bias acts as an effective static Zeeman field
on conduction electrons near the Fermi surface. Thus, due to the transverse magnetic field effect
of this effective Zeeman field, spins of 2DEG conduction electrons polarized perpendicular to
the localized spin 𝑺 in the FI undergo significant relaxation.

As an example, we examine the case of 𝜃 = 0, 𝜋, depicted in diagram A of Fig. 6.2.
In this case, the spins of 2DEG conduction electrons polarized in the ±𝑦 direction, which
is perpendicular to 𝑺, undergo spin-flip relaxation due to the exchange bias. Consequently,
the distribution function of electrons with spins polarized in the −𝑦 (+𝑦) direction decreases
(increases). Note here that this change in the distribution function acts to reduce the spin
accumulation induced by the REE, which is generated by the external DC electric field. In
diagram A, the relative change in the distribution function at (A) 𝜃 = 0, 𝜋 compared to (C)
𝜃 = 𝜋/2, 3𝜋/2 is shown in the orange and blue regions. This change in the distribution function
induces the IREE, resulting in a modulation Δ 𝒋D of the charge current in the −𝑥 direction.

A similar explanation applies to cases (B) 𝜃 = 𝜋/4, 5𝜋/4 and (D) 𝜃 = 3𝜋/4, 7𝜋/4. For
example, in case (B) with 𝜃 = 𝜋/4, 5𝜋/4, the spins of 2DEG conduction electrons polarized in
the 3𝜋/4 and 7𝜋/4 directions, which are perpendicular to 𝑺, undergo spin-flip relaxation due to
the exchange bias. Consequently, the distribution function of electrons with spin polarization
in the 7𝜋/4 (3𝜋/4) direction decreases (increases), resulting in a modulation Δ 𝒋D of the charge
current flowing in the 5𝜋/4 direction due to the IREE.

Case of 𝛼/𝛽 = 1.1

Next, we consider the case of the Rashba and Dresselhaus SOCs coexisting with comparable
magnitudes, 𝛼/𝛽 = 1.1. The left two panels of Fig. 6.3 plot the relative modulation of spin
density and charge current density measured from the reference point 𝜃 = 3𝜋/4 for 𝛼/𝛽 = 1.1.
Compared to the case of 𝜃 = 3𝜋/4, it is observed that for any other 𝜃, there is a modulation Δ𝒔D

of the spin density in the 3𝜋/4 direction and a modulation of the charge current in the 5𝜋/4
direction. Furthermore, at 𝜃 = 𝜋/4 and 5𝜋/4, these relative modulations reach their maximum
values.

These results can be intuitively understood as follows. The right two panels of Fig. 6.3
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Figure 6.3: Left two panels: For a dirty interface with 𝛼/𝛽 = 1.1, these plots show the
modulation of spin density and charge current density induced by the REMR as functions of
the localized spin orientation 𝜃 in the FI, using reference points at 𝜃 = 3𝜋/4 and 7𝜋/4. Right
two panels: Schematic representations of the modulation of the 2DEG conduction electron
distribution function for (A) 𝜃 = 𝜋/4, 5𝜋/4 and (B) 𝜃 = 3𝜋/4, 7𝜋/4. Orange (blue) regions
indicate areas where the distribution function has increased (decreased) relative to the reference
points at 𝜃 = 3𝜋/4 and 7𝜋/4. Adapted from Ref. [50].

schematically show the modulation of the distribution function for (A) 𝜃 = 𝜋/4, 5𝜋/4 and (B)
𝜃 = 3𝜋/4, 7𝜋/4. Note that (B) 𝜃 = 3𝜋/4, 7𝜋/4 serves as the reference points, with the modulation
set to zero there. First, in both (A) and (B), the Fermi surface shifts in the −𝑥 direction due to an
external DC electric field applied in the +𝑥 direction, resulting in spin accumulation polarized
in the 7𝜋/4 direction via the REE. Next, in case (A) with 𝜃 = 𝜋/4, 5𝜋/4, the spins of 2DEG
electrons polarized in the 3𝜋/4 and 7𝜋/4 directions, which are perpendicular to the localized
spin 𝑺 in the FI, undergo relaxation due to the effective Zeeman field. The relative change in
the distribution function for (A) 𝜃 = 𝜋/4, 5𝜋/4 compared to (B) 𝜃 = 3𝜋/4, 7𝜋/4 is shown in
diagram A of Fig. 6.3 by the orange and blue regions. This change in the distribution function
reduces the spin accumulation generated by the REE due to the external DC electric field. As
a result of this change, the IREE is induced, leading to a modulation Δ 𝒋D of the charge current
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density in the 5𝜋/4 direction.

6.2.3 Clean interface

In this section, we present the results of the spin density and charge current density induced
in the 2DEG by the REMR at the clean interface. Here, we nondimensionalize these physical
quantities using the following normalization constants:

𝑠𝑥,C = −
2𝑘2

F𝐿𝐷 (𝜖F)𝑆0 |𝑇 |2A𝑒𝐸𝑥𝑥
𝜋𝑣FΓ2 (𝑥 = 𝛼, 𝛽), (6.53)

𝑗𝑥,C =
4𝑘F𝐿𝑒

2𝑚∗𝐷 (𝜖F)A𝑆0 |𝑇 |2𝐸𝑥𝑥2

𝜋ℏ3Γ2 (𝑥 = 𝛼, 𝛽). (6.54)

Here, 𝐿 represents the thickness of the FI. Note that these normalization constants are positive
when 𝐸𝑥 > 0, and, as in the case of the dirty interface, 𝑗𝑥,C is proportional to 𝛼2 or 𝛽2.

Rashba SOC (𝛽/𝛼 = 0)

First, we examine the case in which the 2DEG has only Rashba SOC (𝛽/𝛼 = 0). The left two
panels of Fig. 6.4 display the modulation of spin density and charge current density induced in
the 2DEG by the REMR as a function of the orientation 𝜃 of localized spins in the FI. Here, the
reference point is set at 𝜃 = 0, with Δ𝒔C(𝜃 = 0) and Δ 𝒋C(𝜃 = 0) taken as zero. These plots show
that, similar to the dirty interface case, both spin density and charge current density exhibit a
periodic dependence on 𝜃 with a period of 𝜋, and their orientations rotate with changes in 𝜃.
However, a significant difference from the dirty interface case is the reversal of the REMR sign.
Specifically, when comparing Fig. 6.4 with Fig. 6.2, it is evident that the clean interface yields
maximum (minimum) values for the spin density and charge current density at the 𝜃 values
where they reach minimum (maximum) values at the dirty interface.

This qualitative difference between the dirty and clean interfaces can be attributed to differ-
ences in the interfacial spin-flipping scattering processes. For the dirty interface, the effective
Zeeman field from exchange bias predominantly contributed to the spin-flipping of conduction
electrons. In contrast, at the clean interface, the spin-flipping of conduction electrons is driven
by the dynamic process of magnon absorption and emission. Since magnons carry spins in
the −𝑺 direction, conduction electrons in the 2DEG with spins parallel to the localized spin
𝑺 in the FI undergo spin-flip relaxation at the clean interface. Due to this difference in the
spin-flipping process of conduction electrons, the 𝜃 dependence of the modulation in the charge
current density and spin density for the clean interface is shifted by 𝜋/2 relative to the dirty
interface.

The remaining explanation is largely consistent with the dirty interface case, aside from the
difference in the orientation of spin relaxation. The behavior observed in the left two plots of
Fig. 6.4 can be explained using the right four panels of Fig. 6.4. For instance, we examine the
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Figure 6.4: Left two panels: For a clean interface with only the Rashba SOC present (𝛽/𝛼 = 0),
these plots display the modulation of spin density and charge current density induced by the
REMR as functions of the localized spin orientation 𝜃 in the FI. The parameters are set to
𝑘B𝑇/ℏ𝜔0 = 3, |𝛾g |ℎdc/𝜔0 = 0.1, and 𝑘F𝑎 = 0.1, where ℏ𝜔0 = 4D𝑘2

F and 𝑎 is a lattice constant
of the FI. To simplify interpretation, note that the modulation is shown relative to reference
points at 𝜃 = 0, 𝜋. Right four panels: Schematic representations of the modulation of the
2DEG conduction electron distribution function near the Fermi surface for (A) 𝜃 = 0, 𝜋, (B)
𝜃 = 𝜋/4, 5𝜋/4, (C) 𝜃 = 𝜋/2, 3𝜋/2, and (D) 𝜃 = 3𝜋/4, 7𝜋/4. Orange (blue) regions indicate
areas where the distribution function of 2DEG conduction electrons has increased (decreased)
relative to the reference points at 𝜃 = 0, 𝜋. The red and green arrows represent the orientation of
the localized spins in the FI and the direction of the charge current density modulation induced
in the 2DEG by the REMR, respectively.

case of 𝜃 = 𝜋/2, 3𝜋/2. As illustrated in diagram C of Fig. 6.4, 2DEG conduction electrons
with spins polarized in the ±𝑦 direction, aligned parallel to 𝑺, undergo spin-flip relaxation, and
the distribution function for the electrons with spins aligned in the −𝑦 (+𝑦) direction decreases
(increases). Note that this change in the distribution function reduces the spin accumulation
induced by the REE from the external DC electric field. Consequently, this change induces
the IREE, resulting in a modulation Δ 𝒋C of the charge current density in the −𝑥 direction.
The behavior of the spin density and charge current density for (B) 𝜃 = 𝜋/4, 5𝜋/4 and (D)
𝜃 = 3𝜋/4, 7𝜋/4 can be explained in a similar manner.
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Figure 6.5: Left two panels: For a clean interface with 𝛼/𝛽 = 1.1, these plots show the
modulation of spin density and charge current density induced by the REMR. The parameters
are set to 𝑘B𝑇/ℏ𝜔0 = 3, |𝛾g |ℎdc/𝜔0 = 0.1, and 𝑘F𝑎 = 0.1, where ℏ𝜔0 = 4D𝑘2

F and 𝑎 is a lattice
constant of the FI. Reference points are taken at 𝜃 = 𝜋/4 and 5𝜋/4. Right two panels: Schematic
representations of the modulation of the 2DEG conduction electron distribution function for
(A) 𝜃 = 𝜋/4, 5𝜋/4 and (B) 𝜃 = 3𝜋/4, 7𝜋/4. Orange (blue) regions indicate areas where the
distribution function has increased (decreased) relative to the reference points at 𝜃 = 𝜋/4 and
5𝜋/4.

Case of 𝛼/𝛽 = 1.1

Next, we consider the case in which the magnitudes of the Rashba and Dresselhaus SOCs are
comparable with 𝛼/𝛽 = 1.1. The left two plots of Fig. 6.5 show the spin density and charge
current density as functions of the localized spin orientation 𝜃 in the FI, referenced from 𝜃 = 𝜋/4
and 5𝜋/4. The right two panels of Fig. 6.5 schematically illustrate the changes in the distribution
function relative to these reference points. At (B) 𝜃 = 3𝜋/4 and 7𝜋/4, a modulation Δ𝒔C in the
spin density appears in the 3𝜋/4 direction. Consequently, due to the IREE, a modulation Δ 𝒋C

in the charge current density arises in the 5𝜋/4 direction for (B) 𝜃 = 3𝜋/4 and 7𝜋/4.

A comparison of Fig. 6.5 with Fig. 6.3 reveals that the 𝜃 dependence of the modulation in
spin density and charge current density for the clean interface is shifted by 𝜋/2 relative to the
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Figure 6.6: Plots of the 𝑥-component amplitudes of the modulation in spin density, Δ𝑠max−min
𝑥 ,

and charge current density, Δ 𝑗max−min
𝑥 , as functions of 𝛼/𝛽 for both dirty and clean interfaces.

These amplitudes are defined as the difference between the maximum and minimum values
obtained when varying the orientation 𝜃 of the localized spin in the FI. For the clean interface,
parameters are set to 𝑘B𝑇/ℏ𝜔0 = 3, |𝛾g |ℎdc/𝜔0 = 0.1, and 𝑘F𝑎 = 0.1, where ℏ𝜔0 = 4D𝑘2

F. The
left panel is adapted from Ref. [50].

dirty interface case.

6.2.4 Dependence on 𝛼/𝛽

Finally, we examine the 𝛼/𝛽 dependence of the modulation amplitudes for the 𝑥 components
of spin density, Δ𝑠max−min

𝑥 , and charge current density, Δ 𝑗max−min
𝑥 . These values represent

the difference between the maximum and minimum values of the modulations as 𝜃 is varied.
Figure 6.6 shows Δ𝑠max−min

𝑥 and Δ 𝑗max−min
𝑥 as functions of 𝛼/𝛽. For both dirty and clean

interfaces, Δ𝑠max−min
𝑥 diverges at 𝛼/𝛽 = 1, whereas Δ 𝑗max−min

𝑥 exhibits no such singular behavior
and instead increases monotonically as 𝛼/𝛽 increases.

As illustrated in the right panels of Figs. 6.3 and 6.5, when 𝛼/𝛽 = 1, the effective Zeeman
field generated by the Rashba and Dresselhaus SOCs aligns in a single direction. In this case, spin
relaxation due to nonmagnetic impurities is entirely suppressed, causing Δ𝑠max−min

𝑥 to diverge.
However, the charge current density induced by the IREE does not diverge at 𝛼/𝛽 = 1 because
the charge currents generated on the inner and outer Fermi surfaces flow in opposite directions,
partially canceling each other.

The divergence behavior of Δ𝑠max−min
𝑥 at 𝛼/𝛽 = 1 is illustrated in Fig. 6.7, showing that

it diverges with the order of 1/|𝛿 |. This behavior is consistent with that shown in Fig. 5.8,
indicating that this spin density divergence reflects the divergence of the spin relaxation time.
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Figure 6.7: Divergence of Δ𝑠max−min
𝑥 /𝑠𝛽 for dirty and clean interfaces near 𝛼/𝛽 ≃ 1, as observed

in Fig. 6.6. With 𝛼/𝛽 = 1 + |𝛿 |, the red (blue) points represent the values of Δ𝑠max−min
𝑥 /𝑠𝛽 as a

function of |𝛿 | for 𝛿 < 0 (𝛿 > 0), shown in a log-log plot. The purple lines represent log-log
plots of a function proportional to 1/|𝛿 |.

6.3 Experimental Relevance

This section provides a brief comparison between the experimental REMR results obtained in the
Bi/Ag/CoFeB junction system reported in Ref. [118] and the theoretical findings of this chapter.
In the Bi/Ag/CoFeB system, applying an external DC electric field induces the REMR due to
the strong Rashba SOC at the Bi/Ag interface. Reference [118] reports that the longitudinal
resistance of the REMR varies with the localized spin orientation 𝜃 with a period of 𝜋, reaching
a maximum at 𝜃 = 0 and a minimum at 𝜃 = 𝜋/2. In contrast, the transverse resistance exhibits
a similar periodic dependence on 𝜃 but with a phase shift of 𝜋/4 relative to the longitudinal
resistance. These behaviors are qualitatively consistent with the results obtained for the dirty
interface in Sec. 6.2.2 1. Because the Fermi wavelength of Ag carriers is very short, interfacial
randomness is effectively present in the Bi/Ag/CoFeB junction system, making it reasonable for
the experimental results to align with the predictions for the dirty interface model presented in
this chapter.

In the future, if a junction system with a clean interface―where electron scattering from
interfacial randomness is negligible―can be realized, it is expected that the reversed-sign REMR
predicted in this chapter will be observed.

1Since the localized spin in the FI is aligned opposite to the externally applied DC magnetic field, 𝜃 + 𝜋 in this
chapter corresponds to 𝜃 in Ref. [118].



Chapter 7

Summary and Future Problems

7.1 Summary

This dissertation intended to establish a theoretical framework for spin transport phenomena in
junction systems comprising a ferromagnetic insulator (FI) and a two-dimensional electron gas
(2DEG) with the Rashba and Dresselhaus spin-orbit couplings (SOCs). After the introduction
given in Chaps. 1 and 2, we described the main results of this dissertation from Chap. 3 to
Chap. 6.

In Chap. 3, we introduced a microscopic Hamiltonian describing the FI-2DEG junction
system. We modeled the 2DEG using a kinetic Hamiltonian incorporating the Rashba and
Dresselhaus SOCs along with a non-magnetic impurity represented by a delta-function-type
potential. We described the FI using the Heisenberg model, which is reformulated in terms of
magnon creation and annihilation operators under the spin-wave approximation. We described
the FI-2DEG interface by a tunneling Hamiltonian that captures the exchange interaction between
localized spins in the FI and conduction electron spins in the 2DEG. The interface is categorized
into two states: the dirty interface, in which electron momentum is not conserved, and the
clean interface, in which momentum conservation is preserved. Based on these microscopic
Hamiltonians, the subsequent chapters, Chaps. 4, 5, and 6, established theoretical frameworks
for spin pumping (SP), the inverse Rashba-Edelstein effect (IREE) induced by SP, and the
Rashba-Edelstein magnetoresistance (REMR), respectively.

Chapter 4 investigated the modulation of the Gilbert damping and the ferromagnetic reso-
nance (FMR) frequency shift induced by SP in FI-2DEG junction systems with the Rashba and
Dresselhaus SOCs. Considering the second-order perturbation of interfacial interactions at the
FI/2DEG junction, we performed calculations both with and without taking into account the
ladder-type vertex correction. Both the modulation of the Gilbert damping and the shift in the
FMR frequency exhibit peaks in both the low-frequency and high-frequency ranges. The peak
in the low-frequency range is due to an elastic process in which magnons relax by sensing the ef-
fective Zeeman field generated by the SOC of the 2DEG as a transverse magnetic field, while the
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peak in the high-frequency range is due to an inelastic process in which magnons are absorbed by
the conduction electrons of the 2DEG, leading to transitions of the electrons between spin-split
subbands. These features are common to both cases with and without the vertex correction.
Moreover, for most parameters, the behavior of the modulation of the Gilbert damping with
the vertex correction remains largely unchanged from the results without the vertex correction
presented in Ref. [78]. However, when the magnitudes of the Rashba and Dresselhaus SOCs
are identical, a qualitatively different result emerges: the peak in the modulation of the Gilbert
damping in the low-frequency range vanishes only when the vertex corrections are included.
This was attributed to the spin conservation law, which holds when the magnitudes of the two
SOCs are equal, being incorporated only when the vertex corrections were considered, and sup-
presses spin relaxation. Additionally, when the magnitudes of the two SOCs are nearly the same
but slightly different, we revealed that the modulation of the Gilbert damping sharply increases
in the low-frequency range only when the vertex correction was considered. This behavior
was interpreted as a consequence of the slight breaking of the spin conservation law, leading
to very slow spin relaxation. Furthermore, a sharp increase in the FMR frequency shift in the
low-frequency region was also observed, which is consistent with the Kramers-Kronig relation.
This study established a theoretical foundation for SP into a 2DEG with spin-split energy bands.
The formalism and results presented are not restricted to the specific system examined, but are
also anticipated to be valuable for analyzing SP into surface/interface states [37, 100, 102] and
atomic-layer materials [109, 111].

Chapter 5 explored the IREE in a 2DEG with the Rashba and Dresselhaus SOCs interfaced
with an FI. Using the Boltzmann equation, we calculated the spin density and charge current
density induced in the 2DEG by the IREE in the weak-impurity limit, in which energy broadening
due to nonmagnetic impurity scattering is significantly smaller than the spin-splitting energy in
the conduction band induced by the Rashba and Dresselhaus SOCs. It was shown that these
physical quantities depend on the FMR frequency and the orientation of the localized spins in the
FI. This dependence was explained by the spin splitting of the energy bands and the spin texture
near the Fermi surface of the 2DEG. Additionally, when the Rashba SOC and Dresselhaus SOCs
compete with each other, resulting in spin conservation, it was shown that the results derived
using the relaxation-time approximation for the impurity scattering collision term qualitatively
differed from those obtained through the full solution of the Boltzmann equation. Furthermore,
in the case of the full solution, it was found that while the maximum value of the spin density
diverged when the Rashba and Dresselhaus SOCs were of equal magnitude, the maximum value
of the charge current density did not exhibit such singularity and was instead suppressed. These
findings offer a method of determining the spin texture at the Fermi surface of the 2DEG and
are expected to aid in the design of spintronic devices utilizing the IREE. In this study, as in
Chap. 4, for simplicity, we assumed the energy bands of the 2DEG to have a simple parabolic
dispersion and neglected the effects of exchange bias [164] and band modification due to the
interface [12,165]. However, the formulation can be straightforwardly extended to other physical
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systems with more complex band structures.
Chapter 6 examined the REMR in FI-2DEG junction systems with the Rashba and Dressel-

haus SOCs. By starting from a microscopic Hamiltonian and applying the Boltzmann equation,
we calculated the modulation of spin density and charge current density induced in the 2DEG
by REMR under an applied DC electric field, focusing on the weak-impurity limit. This analysis
elucidated the dependencies of these modulations on both the localized spin orientation in the
FI and the ratio of the two SOCs for both dirty and clean FI-2DEG interfaces. In the case of a
dirty interface, the effective Zeeman field from interfacial exchange bias primarily contributes
to the REMR, whereas in the clean interface, the dynamic process of magnon absorption and
emission dominates, resulting in opposite REMR signs between the two interface types. The
microscopic approach employed here successfully predicted such sign reversals, which could
not be captured by phenomenological models using parameters like spin-mixing conductance.
Furthermore, it was shown that for both interfaces, as the Rashba-to-Dresselhaus SOC ratio
approaches unity, the modulation of spin density in the 2DEG diverged, while the modulation of
charge current did not display such singular behavior. This study advances understanding of the
physical mechanisms underlying the REMR and offers insights for experimental comparisons
and interpretations. The theoretical framework developed here could, in principle, be extended
to analyze the REMR in other systems with more complex band structures.

These findings contribute to the development of energy-efficient spintronic devices and
tunable semiconductor spintronics. The microscopic theory developed here addresses dynamic
magnon-related processes beyond the scope of phenomenological approaches like the Landau-
Lifshitz-Gilbert (LLG) equation or spin mixing conductance, establishing a robust theoretical
foundation for spintronics.

7.2 Future Problems

This dissertation investigated the weak-impurity limit, in which the impurity scattering strength
is significantly smaller than the spin-splitting width of energy bands induced by the Rashba or
Dresselhaus SOCs. However, in systems with low electron mobility, this weak-impurity limit
breaks down [49]. In such cases, the off-diagonal components of the 2 × 2 density matrix,
discussed in Chap. C, become non-negligible, giving rise to spin relaxation mechanisms such as
the D’yakonov-Perel (DP) and Elliot-Yafet (EY) mechanisms [81,166]. Extending the framework
of this study to this crossover presents a significant challenge.

In this dissertation, we focused on the spin orientation dependence of localized spins in the
FI. As shown in Eq. (3.27), the interfacial interaction Hamiltonian, which includes magnons,
can also capture temperature dependence. In the SP theory, in which the 2DEG density of
states is treated as constant, no temperature dependence is observed. Although we can compute
temperature-dependent corrections using the Sommerfeld expansion, these corrections remain
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small as long as 𝑘B𝑇 is much smaller than the Fermi energy. In the case of the REMR,
temperature dependence is minimal for dirty interfaces due to the negligible effect of magnons,
while for clean interfaces, magnons play a significant role, leading to noticeable temperature
dependence. We leave a detailed study of these effects for future work.

The off-diagonal components of the density matrix capture the effects of wavefunction su-
perposition between split subbands, a concept that is gaining attention in the emerging field of
orbitronics. Orbitronics focuses on the orbital degrees of freedom of electrons and has been
the subject of intense research in recent years [167, 168]. For instance, Ref. [169] demon-
strates that these off-diagonal terms are crucial in the orbital Hall effect (OHE), which converts
an orbital current into a charge current. While this dissertation primarily addresses spin tex-
tures induced by the Rashba effect, orbitronics explores orbital textures arising from the orbital
Rashba effect [82, 170]. Phenomena corresponding to spin pumping (SP), the inverse Rashba-
Edelstein effect (IREE), and the Rashba-Edelstein magnetoresistance (REMR), such as orbital
pumping [171, 172], the orbital inverse Rashba-Edelstein effect [173], and the orbital Rashba-
Edelstein magnetoresistance [174], have also been investigated. Developing microscopic the-
ories for these phenomena by extending the methodologies presented in this dissertation is an
important direction for future research.

In SP-driven IREE, spins injected from a ferromagnetic material into a Rashba system are
converted into a charge current. Conversely, when a charge current is applied to a Rashba system,
spin accumulation induced by the Rashba-Edelstein effect (REE) generates spin-orbit torque
(SOT) on the magnetization, influencing its dynamics [175]. Experimental studies utilizing
this SOT include investigations of spin-orbit ferromagnetic resonance (SO-FMR) [112, 176].
Extending the model Hamiltonian and methods developed in this dissertation to construct a
microscopic theory for SO-FMR is an important area of future research.

In the interfacial interaction Hamiltonian introduced in Chap. 3, tunneling scattering strengths
were simplified to constants 𝑇 and T̄ [117, 148]. Future developments could involve assessing
the effects of interfacial disorder on tunneling scattering strength using model calculations based
on the Lippmann-Schwinger equation [177]. Furthermore, to enable precise evaluation of real
material junction systems, first-principle calculations could be employed to analyze interfacial
states [55]. This approach would enable quantitative comparisons between the findings of this
dissertation and experimental results, highlighting a pivotal avenue for future research.



Appendix A

Theoretical Analysis of the REE Using the
Boltzmann Equation

Trushin et al. [32] presented the theoretical framework for the REE in a 2DEG with coexisting
the Rashba and Dresselhaus SOCs using the Boltzmann equation. In this appendix, an overview
of Ref. [32] is provided. The Hamiltonian for the 2DEG can be expressed as follows:

ℎ̂𝒌 =
ℏ2(𝑘2

𝑥 + 𝑘2
𝑦)

2𝑚∗ + 𝛼(𝑘𝑦�̂�𝑥 − 𝑘𝑥�̂�𝑦) + 𝛽(𝑘𝑥�̂�𝑥 − 𝑘𝑦�̂�𝑦). (A.1)

Here, 𝒌 = (𝑘𝑥 , 𝑘𝑦)𝑇 = ( |𝒌 | cos 𝜑, |𝒌 | sin 𝜑)𝑇 represents the wavevector of the conduction elec-
trons, and 𝑚∗ denotes the effective mass. The parameters 𝛼 and 𝛽 indicate the strengths of the
Rashba and Dresselhaus SOCs, respectively, while �̂� = (�̂�𝑥 , �̂�𝑦)𝑇 represents the Pauli matrices.
The eigenvalues and eigenstates of Eq. (A.1) are given as follows:

𝐸
𝛾
𝒌
=
ℏ2(𝑘2

𝑥 + 𝑘2
𝑦)

2𝑚∗ + 𝛾
√
(𝛼𝑘𝑥 + 𝛽𝑘𝑦)2 + (𝛽𝑘𝑥 + 𝛼𝑘𝑦)2, (A.2)

Ψ𝛾 (𝒓) =
1
√

2
𝑒𝑖𝒌·𝒓

(
1

𝛾𝑒−𝑖𝜁𝑘

)
, tan 𝜁𝑘 =

𝛼𝑘𝑥 + 𝛽𝑘𝑦
𝛽𝑘𝑥 + 𝛼𝑘𝑦

. (A.3)

Here, 𝛾 = ± is a label that specifies the spin-split bands and 𝒓 = (𝑥, 𝑦)𝑇 represents the position
coordinates of an electron. Using Eqs. (A.2) and (A.3), the transition probability between 𝒌, 𝛾

and 𝒌′, 𝛾′ due to a delta-function-like impurity potential in the 2DEG is given by the following
expression:

𝑤(𝒌𝛾; 𝒌′𝛾′) = 𝜋ℏ2

𝑚∗𝜏
[1 + 𝛾𝛾′ cos(𝜁𝑘 )]𝛿(𝐸𝛾𝒌 − 𝐸

𝛾′

𝒌′ ). (A.4)
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Here, 𝜏 represents the relaxation time. When an external electric field 𝑬 is applied to the 2DEG,
the distribution function of the conduction electrons can be expressed as follows:

𝑓𝛾 (𝒌) = 𝑓 0(𝐸𝛾
𝒌
) + 𝑓 1

𝛾 (𝒌) + 𝑓 2
𝛾 (𝒌), (A.5)

where 𝑓 0 is the Fermi distribution function and 𝑓 1,2
𝛾 ≪ 𝑓 0. Considering terms up to the first

order in the electric field, we can write the Boltzmann equation by the following expression:

𝑒𝑬 · 𝒗
[
−
𝜕 𝑓 0(𝐸𝛾

𝒌
)

𝜕𝐸
𝛾
𝒌

]
= St[ 𝑓𝛾 (𝒌)], (A.6)

St[ 𝑓𝛾 (𝒌)] =
∑
𝛾′

∫
𝑑2𝑘′

(2𝜋)2 {𝑤(𝒌𝛾; 𝒌′𝛾′) [ 𝑓 1
𝛾 (𝒌) + 𝑓 2

𝛾 (𝒌) − 𝑓 1
𝛾′ (𝒌′) − 𝑓 2

𝛾′ (𝒌′)] . (A.7)

Here, 𝑒 (< 0) denotes the charge of an electron and 𝒗 represents the velocity of the conduction
electrons. By introducing 𝑎𝑥 , 𝑏𝑥 , 𝑎𝑦, 𝑏𝑦 as unknown constants, the solution to Eq. (A.6) can be
expressed in the following form:

𝑓 1
𝛾 (𝒌) = 𝜏𝑒𝑬 · 𝒗

[
−
𝜕 𝑓 0(𝐸𝛾

𝒌
)

𝜕𝐸
𝛾
𝒌

]
, (A.8)

𝑓 2
𝛾 (𝒌) =

𝛾𝜏𝑒𝑬

ℏ
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑

[
−
𝜕 𝑓 0(𝐸𝛾

𝒌
)

𝜕𝐸
𝛾
𝒌

]
· [(𝑎𝑥 cos 𝜑 + 𝑏𝑥 sin 𝜑)𝒆𝑥 + (𝑎𝑦 cos 𝜑 + 𝑏𝑦 sin 𝜑)𝒆𝑦] . (A.9)

Substituting 𝑓 1,2
𝛾 (𝒌) into Eq. (A.6), we can determine the unknown constants as follows:

𝑎𝑥 = 𝑏𝑦 = −(𝛼2 + 𝛽2), 𝑎𝑦 = 𝑏𝑥 = −2𝛼𝛽. (A.10)

By substituting these into Eq. (A.9), the following solution to Eq. (A.6) is obtained:

𝑓𝛾 (𝒌) = 𝑓 0
𝛾 (𝐸

𝛾
𝒌
) + 𝑒𝑬 · 𝒌 ℏ𝜏

𝑚∗

[
−
𝜕 𝑓 0(𝐸𝛾

𝒌
)

𝜕𝐸
𝛾
𝒌

]
. (A.11)

The spin accumulation 𝑺 = (𝑆𝑥 , 𝑆𝑦) induced by the REE can be written as follows:

⟨𝑆𝑥⟩ =
∑
𝛾

∫
𝑑2𝑘

(2𝜋)2
𝛾

2
cos 𝜁𝑘 𝑓𝛾 (𝒌), ⟨𝑆𝑦⟩ = −

∑
𝛾

∫
𝑑2𝑘

(2𝜋)2
𝛾

2
sin 𝜁𝑘 𝑓𝛾 (𝒌), (A.12)

and substituting Eq. (A.11) into the above equation yields the following expression:

⟨𝑺⟩ = |𝑒 |𝑚∗𝜏

2𝜋ℏ3

(
𝛽 𝛼

−𝛼 −𝛽

)
𝑬 . (A.13)
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Here, the approximation − 𝜕 𝑓 0 (𝐸𝛾
𝒌
)

𝜕𝐸
𝛾
𝒌

≃ 𝛿(𝐸𝛾
𝒌
− 𝜇) was employed, where 𝜇 = ℏ2𝑘2

F/2𝑚∗ is the
chemical potential and 𝑘F is the Fermi wavevector.





Appendix B

Analytic Expressions for Spin Pumping

B.1 Case of 𝛽/𝛼 = 0

First, we derive the analytic expression for the modulation of the Gilbert damping for 𝛽/𝛼 = 0,
i.e., when only the Rashba SOC is present. In this case, the spin splitting width of the energy band
for the conduction electrons in the 2DEG is a constant 2ℎeff = 2Δ0 and Λ̃𝑅𝑗 (𝜔) ( 𝑗 = 0, 1, 2, 3)
from Eq. (4.94) is given as follows:

Λ̃𝑅0 (𝜔) =
𝑖Γ

4Δ0

∑
𝛾𝛾′

1
ℏ𝜔/Δ0 + (𝛾 − 𝛾′) + 𝑖Γ/Δ0

, (B.1)

Λ̃𝑅1 (𝜔) =
𝑖Γ

4Δ0

∑
𝛾𝛾′

𝛾𝛾′

ℏ𝜔/Δ0 + (𝛾 − 𝛾′) + 𝑖Γ/Δ0
, (B.2)

Λ̃𝑅2 (𝜔) = Λ̃𝑅3 (𝜔) = 0. (B.3)

Using these expressions, we can write the modulation of the Gilbert damping with and without
the vertex corrections, as given in Eqs. (4.96) and (4.100), as follows:

𝛿𝛼G
𝛼G,0

≃ Δ0
2𝜋Γ

Re

[
Λ̃𝑅0 (𝜔0)

1 − Λ̃𝑅0 (𝜔0)
+

Λ̃𝑅0 (𝜔0) − Λ̃𝑅1 (𝜔0)
1 − Λ̃𝑅0 (𝜔0) + Λ̃𝑅1 (𝜔0)

]
, (B.4)

𝛿𝛼nv
G

𝛼G,0
≃ Δ0

2𝜋Γ
Re

[
2Λ̃𝑅0 (𝜔0) − Λ̃𝑅1 (𝜔0)

]
. (B.5)

For Γ ≪ Δ0, the dominant contribution to the peak at 𝜔0 = 0 comes from the following term
with 𝛾 = 𝛾′:

𝛿𝛼G
𝛼G,0

≃ Δ0
4𝜋

· Γ/2
(ℏ𝜔0)2 + (Γ/2)2 , (B.6)

𝛿𝛼nv
G

𝛼G,0
≃ Δ0

4𝜋
· Γ

(ℏ𝜔0)2 + Γ2 . (B.7)
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These equations indicate that the linewidth of the peak at 𝜔0 = 0 in 𝛿𝛼G is half of that in 𝛿𝛼nv
G ,

which is consistent with Figs. 4.8(b) and 4.8(c). Similarly, the peak of the modulation of the
Gilbert damping at 𝜔0 = 2Δ0/ℏ for 𝛽/𝛼 = 0 can be approximated by the following expression:

𝛿𝛼G
𝛼G,0

≃ Δ0
4𝜋

·
[
1
2

3Γ/4
(ℏ𝜔0 − 2Δ0)2 + (3Γ/4)2 + Γ/2

(ℏ𝜔0 − 2Δ0)2 + (Γ/2)2

]
, (B.8)

𝛿𝛼nv
G

𝛼G,0
≃ Δ0

4𝜋
· 3Γ/2
(ℏ𝜔0 − 2Δ0)2 + Γ2 . (B.9)

These equations show that similar to the peak at 𝜔0 = 0, the linewidth of the peak at 𝜔0 = 2Δ0/ℏ
is reduced when the vertex corrections are considered. This result is consistent with Figs. 4.8(b)
and 4.8(c). From Eqs. (B.6)-(B.9), it can be seen that the linewidth of the peaks in the modulation
of the Gilbert damping is determined by Γ = 2𝜋𝑛imp𝑢

2𝐷 (𝜖F), which represents the strength of
impurity scattering.

To highlight the effect of the vertex corrections for 𝛽/𝛼 = 0, density plots of 𝛿𝛼G − 𝛿𝛼nv
G and

𝛿𝜔0 − 𝛿𝜔nv
0 , calculated using the original Eqs. (4.95), (4.96), (4.97) and Eqs. (4.99), (4.100),

(4.101), are shown in Figs. B.1(a) and B.1(d). These figures show that the effect of the vertex
corrections mainly appears near the peaks at 𝜔0 = 0 and 𝜔0 = 2Δ0/ℏ. The behavior around
these peaks is consistent with the analytic expressions derived in this appendix.

Note that in the case of 𝛼/𝛽 = 0, i.e., with only the Dresselhaus SOC, the analytic expressions
for 𝛿𝛼G and 𝛿𝛼nv

G are the same as those derived in this appendix for the case of only the Rashba
SOC. For general values of 𝛽/𝛼, the Γ dependence of 𝛿𝛼G and 𝛿𝛼nv

G becomes more complex.

B.2 Case of 𝛽/𝛼 = 1

Next, we derive the analytic expression for the modulation of the Gilbert damping for 𝛽/𝛼 = 1.
When 𝛽/𝛼 = 1, as shown in Fig. 4.8(d), the effective Zeeman field generated by the Rashba and
Dresselhaus SOCs is aligned in the (−1, 1) direction, with a magnitude given by the following
expression, as written in Eq. (4.102):

ℎeff (𝜑) = 2Δ0 | sin(𝜑 + 𝜋/4) |. (B.10)
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Figure B.1: (Upper panels) Modulation of the Gilbert damping due to the vertex corrections,
𝛿𝛼G − 𝛿𝛼nv

G , for (a) 𝛽/𝛼 = 0, (b) 𝛽/𝛼 = 1, and (c) 𝛽/𝛼 = 3. (Lower panels) Change in the
FMR frequency due to the vertex corrections, 𝛿𝜔0 − 𝛿𝜔nv

0 , for (d) 𝛽/𝛼 = 0, (e) 𝛽/𝛼 = 1, and (f)
𝛽/𝛼 = 3. In all panels, the horizontal axis represents the FMR frequency 𝜔0, the vertical axis
indicates the azimuthal angle 𝜃 of the localized spin 𝑺 in the FI, and Γ/Δ0 = 0.5. Adapted from
Ref. [48].

By using this, Λ̃𝑅𝑗 (𝜔) ( 𝑗 = 0, 1, 2, 3) from Eq. (4.94) can be expressed as follows:

Λ̃𝑅0 (𝜔) =
𝑖Γ

4Δ0

∑
𝛾𝛾′

J𝛾𝛾′ (B.11)

Λ̃𝑅1 (𝜔) =
𝑖Γ

4Δ0

∑
𝛾𝛾′

𝛾𝛾′J𝛾𝛾′ , (B.12)

Λ̃𝑅2 (𝜔) = − sin 2𝜃 Λ̃𝑅1 (𝜔), (B.13)

Λ̃𝑅3 (𝜔) = − cos 2𝜃 Λ̃𝑅1 (𝜔). (B.14)

Here, J𝛾𝛾′ (𝜔) is given by the following expression:

J𝛾𝛾′ (𝜔) ≡
∫ 2𝜋

0

𝑑𝜑

2𝜋
Δ0

ℏ𝜔 + (𝛾 − 𝛾′)ℎeff (𝜑) + 𝑖Γ
. (B.15)

Using these expressions, we can write the modulation of the Gilbert damping with the vertex
corrections for 𝛽/𝛼 = 1 at 𝜃 = 𝜋/4 as follows:

𝛿𝛼G
𝛼G,0

=
Δ0

2𝜋Γ
Re

[
−2 + 1

1 − Λ̃𝑅0 (𝜔0) + Λ̃𝑅1 (𝜔0)
+ 1

1 − Λ̃𝑅0 (𝜔0) − Λ̃𝑅1 (𝜔0)

]
. (B.16)
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The expansion of this expression up to the first-order term in Λ̃𝑅𝑗 corresponds to the modulation
of the Gilbert damping without the vertex corrections:

𝛿𝛼nv
G

𝛼G,0
=

Δ0
2𝜋Γ

Re
[
2Λ̃𝑅0 (𝜔0)

]
. (B.17)

Note that the third term in Eq. (B.16) is calculated as

1
1 − Λ̃𝑅0 (𝜔0) − Λ̃𝑅1 (𝜔0)

=
1

1 − 𝑖Γ
ℏ𝜔0+𝑖Γ

=
ℏ𝜔0 + 𝑖Γ
ℏ𝜔0

, (B.18)

and thus for 𝜔0 ≪ Γ, Eq. (B.16) cannot be expanded in terms of Λ̃𝑅𝑗 as in Eq. (B.17). Con-
sequently, the modulation of the Gilbert damping with the vertex corrections, 𝛿𝛼G, and the
modulation without the vertex corrections, 𝛿𝛼nv

G , the latter being the expansion of 𝛿𝛼G in
terms of Λ̃𝑅𝑗 , exhibit markedly different behaviors when 𝜔0 ≪ Γ. To confirm this, we rewrite
Eqs. (B.16) and (B.17) using Eqs. (B.11)-(B.14) as follows:

𝛿𝛼G
𝛼G,0

=
Δ0

2𝜋Γ
Re

[
𝑖 Γ

2Δ0
(J+− + J−+)

1 − 𝑖 Γ
2Δ0

(J+− + J−+)

]
, (B.19)

𝛿𝛼nv
G

𝛼G,0
=

1
4𝜋

Re

[
𝑖

(
J+− + J−+ + J++ + J−−

)]
. (B.20)

The terms J++ and J−− produce peaks at 𝜔0 = 0. While 𝛿𝛼nv
G contains J++ and J−−, these

terms do not appear in 𝛿𝛼G. Consequently, as shown in Figs. 4.8(e) and 4.8(f), 𝛿𝛼nv
G exhibits

a peak around 𝜔0 = 0 when 𝜔0 ≪ Γ, whereas 𝛿𝛼G does not, indicating qualitatively different
behaviors. Next, the modulation of the Gilbert damping with and without the vertex corrections
at 𝜃 = −𝜋/4 can be expressed as follows:

𝛿𝛼G
𝛼G,0

=
Δ0
𝜋Γ

Re

[
𝑖 Γ

2Δ0
(J+− + J−+)

1 − 𝑖 Γ
2Δ0

(J+− + J−+)

]
, (B.21)

𝛿𝛼nv
G

𝛼G,0
=

1
2𝜋

Re

[
𝑖(J+− + J−+)

]
. (B.22)

Here, Eq. (B.22) is obtained by retaining terms up to the first order in Λ̃𝑅𝑗 in Eq. (B.21). Since
neither of these equations includes J++ and J−−, neither 𝛿𝛼G nor 𝛿𝛼nv

G exhibits a peak at 𝜔0 = 0
for 𝜃 = −𝜋/4. Furthermore, when Γ ≲ Δ0, Eqs. (B.22) and (B.21) yield nearly identical results.
These characteristics are consistent with Figs. 4.8(e) and 4.8(f). It should be noted that 𝛿𝛼G at
𝜃 = −𝜋/4 in Eq. (B.21) is precisely twice that of 𝛿𝛼G at 𝜃 = 𝜋/4 in Eq. (B.19).

To make the effects of the vertex corrections more visible, density plots of 𝛿𝛼G − 𝛿𝛼nv
G and

𝛿𝜔0 − 𝛿𝜔nv
0 at 𝛽/𝛼 = 1 were generated based on Eqs. (4.95), (4.96), (4.97) and Eqs. (4.99),
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(4.100), (4.101) in Figs. B.1(b) and B.1(e), respectively. These figures demonstrate that the
effects of the vertex corrections mainly appear as changes in peak width around 𝜔0 = 0.
Additionally, the broad peaks within 0 < ℏ𝜔0 < 2Δ0 are amplified or suppressed depending
on the orientation 𝜃 of the FI localized spin. These features are consistent with the expressions
derived above. Similar characteristics can also be observed in Figs. B.1(c) and B.1(f) for
𝛽/𝛼 = 3.

B.3 Approximate Expression for 𝛽/𝛼 ≃ 1

Finally, we derive approximate expressions for 𝛽/𝛼 = 1 + 𝛿 (𝛿 ≪ 1) and 𝜔 ≃ 0, given
by Eq. (4.105) and Eq. (4.107). For 𝛽/𝛼 = 1 + 𝛿 (𝛿 ≪ 1), we can apply the following
approximations:

cos 2(𝜙 − 𝜃) ≃ sin 2𝜃
(
−1 +

(ℎ𝑥 + ℎ𝑦)2

ℎ2
eff

)
, (B.23)

sin 2(𝜙 − 𝜃) ≃ cos 2𝜃
(
−1 +

(ℎ𝑥 + ℎ𝑦)2

ℎ2
eff

)
. (B.24)

It follows that Λ̃𝑅2 and Λ̃𝑅3 in Eq. (4.94) can be approximated as follows:

Λ̃𝑅2 ≃ 𝑋 sin 2𝜃, (B.25)

Λ̃𝑅3 ≃ 𝑋 cos 2𝜃, (B.26)

𝑋 ≡ 𝑖Γ
4

∫ 2𝜋

0

𝑑𝜑

2𝜋

∑
𝛾𝛾′

𝛾𝛾′
(
−1 + (ℎ𝑥+ℎ𝑦)2

ℎ2
eff

)
ℏ𝜔 + (𝛾 − 𝛾′)ℎeff + 𝑖Γ (B.27)

As shown in Fig. 4.9(b) and Fig. 4.9(c), 𝛿𝛼G exhibits a notable increase around 𝜔0 ≃ 0 when
𝛽/𝛼 ≃ 1. However, the second term inside the parentheses of 𝐹 (𝜔), given in Eq. (4.97), does
not depend on the effective Zeeman field 𝒉eff and thus contributes minimally to this increase.
Therefore, in the region near 𝜔0 ≃ 0 with 𝛽/𝛼 ≃ 1, 𝐹 (𝜔) can be approximated as follows:

𝐹 (𝜔) ≃ Δ0
2𝜋𝑖Γ

Λ̃𝑅0 (1 − Λ̃𝑅0 ) − Λ̃𝑅2 (1 − Λ̃𝑅2 ) + (Λ̃𝑅3 )2

(1 − Λ̃𝑅0 )2 − (Λ̃𝑅2 )2−(Λ̃𝑅3 )2

=
Δ0

2𝜋𝑖Γ

[
−1 + (1 − sin 2𝜃)/2

1 − Λ̃𝑅0 − 𝑋
+ (1 + sin 2𝜃)/2

1 − Λ̃𝑅0 + 𝑋

]
. (B.28)

Since the denominator of the last term in Eq. (B.28) can be computed as

1 − Λ̃𝑅0 + 𝑋 =
Γ𝑠
Γ

− 𝑖ℏ𝜔
Γ

+ O(𝜔2), (B.29)
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and noting that Γ𝑠 is proportional to 𝛿2 for 𝛽/𝛼 = 1 + 𝛿 (𝛿 ≪ 1), the last term in Eq. (B.28)
diverges at 𝜔 = 0 in the limit of 𝛿 → 0. Substituting Eq. (B.29) into Eq. (B.28), the component
that most significantly contributes to the distinctive increase in 𝛿𝛼G is given by the following
expression:

𝐹 (𝜔) ≃ Δ0
2𝜋𝑖

sin2(𝜃 + 𝜋/4)
Γ𝑠 + 𝑖ℏ𝜔

. (B.30)

By substituting Eq. (B.30) into Eqs. (4.95) and (4.96), we obtain Eqs. (4.105) and (4.107).



Appendix C

Matrix-Form Boltzmann Equation

In this appendix, we derive the Boltzmann equation for the distribution function matrix (density
matrix) in a 2DEG with the Rashba and Dresselhaus SOCs, following the approach in Ref. [178]
in Sec. C.1. Subsequently, as shown in Ref. [81], it is confirmed that in the weak-impurity
limit, in which the impurity scattering strength is sufficiently small compared to the energy
band splitting induced by these SOCs, the off-diagonal components of the distribution function
matrix can be neglected due to their small magnitude in Sec. C.2. In this regime, the collision
term in the Boltzmann equation for the diagonal components of the distribution function matrix
is shown to match the expression for the collision term calculated using Fermi’s golden rule.

C.1 Derivation of Matrix-Form Boltzmann Equation

In this section, following Ref. [178], we derive the Boltzmann equation for the Hamiltonian
𝐻kin + 𝐻imp — the sum of the Hamiltonian for a 2DEG with the Rashba and Dresselhaus SOCs
given in Eq. (3.1) and the impurity scattering Hamiltonian given in Eq. (3.12) — using the
Keldysh Green’s function method. In the calculations that follow, we set ℏ = 1. First, the Dyson
equation for the Green’s function of free electrons, �̂�0, given in Eq. (4.5), is expressed as follows:

(�̂�−1
0 − Σ̂)�̂� = 1, �̂� =

(
�̂�𝑅 �̂�𝐾

0 �̂�𝐴

)
. (C.1)

Here, the underscore denotes matrices in the Keldysh space. Then, by substituting

�̂�𝑅0 (𝒌, 𝐸) =
1
2

∑
𝛾=±

1
𝐸 − 𝐸𝛾

𝒌

(
1̂ − 𝛾 𝒉eff · �̂�

ℎeff

)
, (C.2)

119
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and Σ̂𝑅 = (−𝑖Γ/2)1̂ from Eq. (4.10) into the Dyson equation in Eq. (C.1), we obtain the following
expression:

�̂�𝑅 (𝒌, 𝐸) = 1
𝐸 − 𝜉𝒌 + 𝒉eff · �̂� − Σ̂𝑅

=
1
2

∑
𝛾=±

1
𝐸 − 𝐸𝛾

𝒌
+ 𝑖Γ/2

(
1̂ − 𝛾 𝒉eff · �̂�

ℎeff

)
, (C.3)

where 𝜉𝒌 ≡ 𝜖𝒌 − 𝜇. Equation (C.3) represents the Green’s function for electrons with impurity
scattering, as given in Eq. (4.9). Furthermore, from the Dyson equation in Eq. (C.1), it can be
shown that the following expression holds for �̂�𝐾 :

(�̂�𝑅)−1�̂�𝐾 − �̂�𝐾 (�̂�𝐴)−1 = Σ̂𝐾 �̂�𝐴 − �̂�𝑅Σ̂𝐾 . (C.4)

Here, note that (�̂�𝑅)−1 and (�̂�𝐴)−1 act on the left and right arguments of �̂�𝐾 , respectively. In
the following, we calculate the Wigner representation of Eq. (C.4) [179, 180]. The forward
and backward paths on the Keldysh contour are labeled as 𝑖 = 1 and 𝑖 = 2, respectively,
and 1𝑖 ≡ 𝒙1𝑡

𝑖
1 (𝑖 = 1, 2) is defined. The Green’s function along these paths is expressed as

𝑔𝑖 𝑗 (1, 2) ≡ 𝑔(1𝑖, 2 𝑗 ). Then the following matrix is introduced:

�̌�(1, 2) ≡
(
𝑔11(1, 2) 𝑔12(1, 2)
𝑔21(1, 2) 𝑔22(1, 2)

)
, (C.5)

where the check markˇdenotes a 2 × 2 matrix originating from the forward and backward path
degrees of freedom. The Wigner representation of this Green’s function �̌�(1, 2), denoted as
�̌�𝒌𝐸 (𝑡, 𝒙), is defined by the following expression:

�̌�(1, 2) =
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3 �̌�𝒌𝐸 (𝑡12, 𝒙12)𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12 . (C.6)

Here, 𝒙12 ≡ (𝒙1 + 𝒙2)/2, 𝑡12 ≡ (𝑡1 + 𝑡2)/2, 𝑥12 ≡ 𝒙1 − 𝒙2, and 𝑡12 ≡ 𝑡1 − 𝑡2. The Wigner
representation of the first term on the left-hand side of Eq. (C.4) can be expressed as follows:∫

�̂�𝑅−1(1, 3)�̂�𝐾 (3, 2)𝑑3 =
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3 �̂�
𝑅−1
𝒌𝐸 (𝑡12, 𝒙12) ∗ �̂�𝐾𝒌𝐸 (𝑡12, 𝒙12)𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12

=
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3

[
�̂�𝑅−1
𝒌𝐸 �̂�𝒌𝐸

+ 𝑖

2

(𝜕�̂�𝑅−1
𝒌𝐸

𝜕𝒙12
· 𝜕�̂�𝒌𝐸
𝜕𝒌

−
𝜕�̂�𝑅−1

𝒌𝐸

𝜕𝑡12

𝜕�̂�𝒌𝐸
𝜕𝐸

−
𝜕�̂�𝑅−1

𝒌𝐸

𝜕𝒌
· 𝜕�̂�𝒌𝐸
𝜕𝒙12

+
𝜕�̂�𝑅−1

𝒌𝐸

𝜕𝐸

𝜕�̂�𝒌𝐸
𝜕𝑡12

)]
𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12 . (C.7)

Here, the operator ∗ denotes the Moyal product and ≃ indicates that a first-order gradient
expansion of the Moyal product is used. By substituting Eq. (C.3) into �̂�𝑅𝒌𝐸 , Eq. (C.7) becomes
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the following:∫
�̂�𝑅−1(1, 3)�̂�𝐾 (3, 2)𝑑3

=
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3

[
(𝐸 − 𝜉𝒌 + 𝒉eff · �̂� − Σ̂𝑅)�̂�𝒌𝐸

+ 𝑖

2

(
−𝜕 (−𝜉𝒌 + 𝒉eff · �̂� − Σ̂𝑅)

𝜕𝒌
· 𝜕�̂�𝒌𝐸
𝜕𝒙12

+ 𝜕 (𝐸 − Σ̂𝑅)
𝜕𝐸

𝜕�̂�𝒌𝐸
𝜕𝑡12

)]
𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12 . (C.8)

Similarly, the Wigner representation of the second term on the left-hand side of Eq. (C.4) can
also be computed, resulting in the following expression for the Wigner representation of the
left-hand side of Eq. (C.4):∫

�̂�𝑅−1(1, 3)�̂�𝐾 (3, 2)𝑑3 −
∫

�̂�𝐾 (1, 3)�̂�𝐴−1(3, 2)𝑑3

=
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3

[
𝑖
𝜕�̂�𝒌𝐸
𝜕𝑡12

+ 𝑖

2

{𝜕 (𝜉𝒌 − 𝒉eff · �̂�)
𝜕𝒌

,
𝜕�̂�𝒌𝐸
𝜕𝒙12

}
+[𝒉eff · 𝝈, �̂�𝒌𝐸 ] − Σ̂𝑅�̂�𝒌𝐸 + �̂�𝒌𝐸 Σ̂

𝐴

]
𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12 .

(C.9)

Next, we compute the Wigner representation of the right-hand side of Eq. (C.4),

(�̂�𝑅)−1�̂�𝐾 − �̂�𝐾 (�̂�𝐴)−1 = Σ̂𝐾 �̂�𝐴 − �̂�𝑅Σ̂𝐾 . (C.4)

For simplicity, using the zeroth-order gradient approximation, the Wigner representation be-
comes the following:∫

Σ̂𝐾 (1, 3)�̂�𝐴 (3, 2)𝑑3 −
∫

�̂�𝑅 (1, 3)Σ̂𝐾 (3, 2)𝑑3 ≃
∫

𝑑2𝒌𝑑𝐸

(2𝜋)3

[
Σ̂𝐾 �̂�𝐴𝒌𝐸 − �̂�𝑅𝒌𝐸 Σ̂

𝐾
]
𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12

= 𝑢2𝑛imp

∫
𝑑2𝒌𝑑𝐸

(2𝜋)3

∫
𝑑2𝒌′

(2𝜋)2

[
�̂�𝒌′𝐸 �̂�

𝐴 (𝒌, 𝐸) − �̂�𝑅 (𝒌, 𝐸)�̂�𝒌′𝐸
]
𝑒𝑖𝒌·�̄�12−𝑖𝐸𝑡12 . (C.10)

Here, 𝑢 is the coefficient of a delta-function-type impurity potential, 𝑣(𝒓) = 𝑢𝛿(𝒓), and 𝑛imp

represents the impurity concentration. From Eqs. (C.9) and (C.10), the Wigner representation
of Eq. (C.4) can be expressed as follows:

𝑖
𝜕�̂�𝒌𝐸
𝜕𝑡12

+ 𝑖

2

{𝜕 (𝜉𝒌 − 𝒉eff · 𝝈)
𝜕𝒌

,
𝜕�̂�𝒌𝐸
𝜕𝒙12

}
+[𝒉eff · �̂�, �̂�𝒌𝐸 ] − Σ̂𝑅�̂�𝒌𝐸 + �̂�𝒌𝐸 Σ̂

𝐴

= 𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[
�̂�𝒌′𝐸 �̂�

𝐴 (𝒌, 𝐸) − �̂�𝑅 (𝒌, 𝐸)�̂�𝒌′𝐸
]
. (C.11)

Here, by defining a function dependent only on momentum as �̂�𝒌 , �̂�𝒌𝐸 can be written as

�̂�𝒌𝐸 = �̂�𝑅 (𝒌, 𝐸)�̂�𝒌 − �̂�𝒌 �̂�𝐴 (𝒌, 𝐸). (C.12)
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Integrating this expression over 𝐸 gives∫
𝑑𝐸

2𝜋
�̂�𝒌𝐸 = −𝑖�̂�𝒌 , (C.13)

which is independent of 𝐸 , allowing transport physical quantities to be calculated using this
�̂�𝒌 (𝒙, 𝑡). Substituting Eq. (C.12) into Eq. (C.11) and performing the energy integration yields
the following expression:

𝜕�̂�𝒌
𝜕𝑡

+ 1
2

{𝜕 (𝜉𝒌 − 𝒉eff (𝒌) · �̂�)
𝜕𝒌

,
𝜕�̂�𝒌
𝜕𝒙

}
−𝑖[𝒉eff (𝒌) · �̂�, �̂�𝒌]

=
𝜋𝑢2𝑛imp

4

∫
𝑑2𝒌′

(2𝜋)2

∑
𝛾,𝛾′=±

𝛿(𝐸𝛾
𝒌
− 𝐸𝛾

′

𝒌′ )
[
2(�̂�𝒌′ − �̂�𝒌) −

{
𝛾
𝒉eff (𝒌) · �̂�

ℎeff
+ 𝛾′ 𝒉eff (𝒌′) · �̂�

ℎeff
, �̂�𝒌′ − �̂�𝒌

}]
.

(C.14)

Here, assuming that Γ is small, we can apply Sokhotsky’s formula

1
𝐸
𝛾′

𝒌′ − 𝐸
𝛾
𝒌
+ 𝑖Γ

= 𝑃
1

𝐸
𝛾′

𝒌′ − 𝐸
𝛾
𝒌

− 𝑖𝜋𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
), (C.15)

and neglect both the second-order terms in 𝒉eff and the principal value terms. By expressing
the distribution function as 𝑓𝒌 = 1 − 2�̂�𝒌 , the equation for this 𝑓𝒌 is given as follows:

𝜕 𝑓𝒌
𝜕𝑡12

+ 1
2

{𝜕 (𝜉𝒌 − 𝒉eff (𝒌) · �̂�)
𝜕𝒌

,
𝜕 𝑓𝒌
𝜕𝒙12

}
−𝑖[𝒉eff (𝒌) · �̂�, 𝑓𝒌]

≃ 2𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[
( 𝑓𝒌′ − 𝑓𝒌) · 𝛿(𝜉𝒌 − 𝜉𝒌′) −

1
2

{
[𝒉eff (𝒌) − 𝒉eff (𝒌′)] · �̂�, 𝑓𝒌′ − 𝑓𝒌

}
𝛿′(𝜉𝒌 − 𝜉𝒌′)

]
.

(C.16)

Here, 𝛿(𝐸𝛾
𝒌
− 𝐸𝛾

′

𝒌′ ) is approximated up to the first order in 𝒉eff as

𝛿(𝐸𝛾
𝒌
− 𝐸𝛾

′

𝒌′) ≃ 𝛿(𝜉𝒌 − 𝜉𝒌′) + [𝛾ℎeff (𝜑) − 𝛾′ℎeff (𝜑′)]𝛿′(𝜉𝒌 − 𝜉𝒌′). (C.17)

Equation (C.16) represents the Boltzmann equation for a 2DEG with the Rashba and Dresselhaus
SOCs.

In Eq. (C.16), the 2 × 2 distribution function 𝑓𝒌 is given by

𝑓𝒌 =

(
𝑓 ↑↑
𝒌

𝑓 ↑↓
𝒌

𝑓 ↓↑
𝒌

𝑓 ↓↓
𝒌

)
(C.18)

and is expressed in the basis of the eigenstates |↑⟩, |↓⟩ of 𝜎𝑧. However, below, Eq. (C.16) will
be rewritten in terms of the eigenstates |𝒌𝛾⟩ of Eq. (3.8) as the basis. Here, it is assumed that
the 2DEG has translational symmetry and 𝑓𝒌 does not depend on position. Using the unitary
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matrix

𝑈 (𝜑) =
(
|𝒌+⟩ |𝒌−⟩

)
=

1
√

2

(
𝐶 (𝜑) 𝐶 (𝜑)

1 −1

)
, (C.19)

Eq. (C.16) is unitarily transformed as follows:

𝑈†(𝜑)
[𝜕 𝑓𝒌
𝜕𝑡

− 𝑖[𝒉eff (𝒌) · �̂�, 𝑓𝒌]
]
𝑈 (𝜑)

= 𝑈†(𝜑)
[
2𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

(
( 𝑓𝒌′ − 𝑓𝒌) · 𝛿(𝜉𝒌 − 𝜉𝒌′)

− 1
2

{
[𝒉eff (𝒌) − 𝒉eff (𝒌′)] · �̂�, 𝑓𝒌′ − 𝑓𝒌

}
𝛿′(𝜉𝒌 − 𝜉𝒌′)

)]
𝑈 (𝜑). (C.20)

The left-hand side of Eq. (C.20) can be computed as follows:

𝑈†(𝜑)
[𝜕 𝑓𝒌
𝜕𝑡

− 𝑖[𝒉eff (𝒌) · �̂�, 𝑓𝒌]
]
𝑈 (𝜑) =

(
𝜕 𝑓 ++

𝒌
𝜕𝑡

𝜕 𝑓 +−
𝒌
𝜕𝑡

𝜕 𝑓 −+
𝒌
𝜕𝑡

𝜕 𝑓 −−
𝒌
𝜕𝑡

)
− 𝑖

(
0 −2ℎeff (𝜑) 𝑓 +−𝒌

2ℎeff (𝜑) 𝑓 −+𝒌 0

)
.

(C.21)

Here, the distribution function in the basis of |𝒌𝛾⟩ is written as follows:

𝑈†(𝜑) 𝑓𝒌𝑈 (𝜑) = 𝑈†(𝜑)
(
𝑓 ↑↑
𝒌

𝑓 ↑↓
𝒌

𝑓 ↓↑
𝒌

𝑓 ↓↓
𝒌

)
𝑈 (𝜑) =

(
𝑓 ++𝒌 𝑓 +−𝒌
𝑓 −+𝒌 𝑓 −−𝒌

)
. (C.22)

Then, by further calculating the right-hand side of Eq. (C.20), we obtain the Boltzmann equations
for the four components of the distribution function matrix in Eq. (C.22) as follows:

𝜕 𝑓 ++𝒌
𝜕𝑡

= 𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[
( 𝑓 ++𝒌′ − 𝑓 ++𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸+

𝒌 − 𝐸
+
𝒌′)

+ ( 𝑓 −−𝒌′ − 𝑓 ++𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸+
𝒌 − 𝐸

−
𝒌′)

+ 𝑖 �̂�eff (𝜑) · �̂�⊥eff (𝜑
′)
{
− 𝑓 +−𝒌′ 𝛿(𝜉𝒌 − 𝜉𝒌′) + 𝑓 −+𝒌′ 𝛿(𝜉𝒌 − 𝜉𝒌′)

+ ℎeff (𝜑) (− 𝑓 +−𝒌′ + 𝑓 −+𝒌′ )𝛿
′(𝜉𝒌 − 𝜉𝒌′) + ℎeff (𝜑′)( 𝑓 +−𝒌 − 𝑓 −+𝒌 )𝛿′(𝜉𝒌 − 𝜉𝒌′)

}]
, (C.23)

𝜕 𝑓 −−𝒌

𝜕𝑡
= 𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[
( 𝑓 ++𝒌′ − 𝑓 −−𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸−

𝒌 − 𝐸+
𝒌′)

+ ( 𝑓 −−𝒌′ − 𝑓 −−𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸−
𝒌 − 𝐸−

𝒌′)

+ 𝑖 �̂�eff (𝜑) · �̂�⊥eff (𝜑
′)
{
𝑓 +−𝒌′ 𝛿(𝜉𝒌 − 𝜉𝒌′) − 𝑓 −+𝒌′ 𝛿(𝜉𝒌 − 𝜉𝒌′)

+ ℎeff (𝜑) (− 𝑓 +−𝒌′ + 𝑓 −+𝒌′ )𝛿
′(𝜉𝒌 − 𝜉𝒌′) + ℎeff (𝜑′)( 𝑓 +−𝒌 − 𝑓 −+𝒌 )𝛿′(𝜉𝒌 − 𝜉𝒌′)

}]
, (C.24)
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𝜕 𝑓 +−𝒌
𝜕𝑡

+ 2𝑖ℎeff (𝜑) 𝑓 +−𝒌 = 𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[{
( 𝑓 +−𝒌′ − 𝑓 +−𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]

+ ( 𝑓 −+𝒌′ − 𝑓 +−𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]
}
𝛿(𝜉𝒌 − 𝜉𝒌′)

+ 𝑖 �̂�eff (𝜑) · �̂�⊥eff (𝜑
′)
{
(− 𝑓 ++𝒌′ + 𝑓 −−𝒌′ )𝛿(𝜉𝒌 − 𝜉𝒌′)

+ ℎeff (𝜑′)( 𝑓 ++𝒌′ + 𝑓 −−𝒌′ − 𝑓 ++𝒌 − 𝑓 −−𝒌 )𝛿′(𝜉𝒌 − 𝜉𝒌′)
}]
, (C.25)

𝜕 𝑓 −+𝒌

𝜕𝑡
− 2𝑖ℎeff (𝜑) 𝑓 −+𝒌 = 𝜋𝑢2𝑛imp

∫
𝑑2𝒌′

(2𝜋)2

[{
( 𝑓 +−𝒌′ − 𝑓 −+𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]

+ ( 𝑓 −+𝒌′ − 𝑓 −+𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]
}
𝛿(𝜉𝒌 − 𝜉𝒌′)

+ 𝑖 �̂�eff (𝜑) · �̂�⊥eff (𝜑
′)
{
( 𝑓 ++𝒌′ − 𝑓 −−𝒌′ )𝛿(𝜉𝒌 − 𝜉𝒌′)

− ℎeff (𝜑′) ( 𝑓 ++𝒌′ + 𝑓 −−𝒌′ − 𝑓 ++𝒌 − 𝑓 −−𝒌 )𝛿′(𝜉𝒌 − 𝜉𝒌′)
}]
. (C.26)

Here, the unit vector perpendicular to �̂�eff = (ℎ𝑥 , ℎ𝑦)/ℎeff is denoted as �̂�⊥eff ≡ (−ℎ𝑦, ℎ𝑥)/ℎeff .

C.2 Boltzmann Equation in the Weak-Impurity Limit

In this section, following Ref. [81], we derive the Boltzmann equation in the weak-impurity limit.
Here, the steady-state solution of the Boltzmann equation is considered and ℏ is reinstated. First,
by applying the relaxation-time approximation to the right-hand side of Eq. (C.25), Eq. (C.25)
can be order estimated as follows:

2𝑖ℎeff (𝜑) 𝑓 +−𝒌
ℏ

∼
𝑓
𝛾𝛾
𝒌

− 𝑓0(𝜖𝒌)
𝜏

,
𝑓 +−𝒌
𝜏
,
𝑓 −+𝒌

𝜏
. (C.27)

Here, 𝜏 is the relaxation time, which can be expressed as 𝜏 = ℏ/Γ using Γ. In the weak-impurity
limit ℏ/𝜏 ≪ max(2𝑘F𝛼, 2𝑘F𝛽) ≪ 𝜖F, the following equation holds:

𝑓 +−𝒌
𝜏

=
ℏ

2ℎeff (𝜑)𝜏
·

2ℎeff (𝜑) 𝑓 +−𝒌
ℏ

∼ ℏ
2𝑘F𝛼𝜏

·
2ℎeff (𝜑) 𝑓 +−𝒌

ℏ
≪

2ℎeff (𝜑) 𝑓 +−𝒌
ℏ

. (C.28)

Here, the approximation ℎeff (𝜑) ∼ 𝑘F𝛼 is used. From Eq. (C.28), the leading term on the
right-hand side of Eq. (C.27) is [ 𝑓 𝛾𝛾

𝒌
− 𝑓0(𝜖𝒌)]/𝜏, and Eq. (C.27) becomes the following:

2𝑖ℎeff (𝜑) 𝑓 +−𝒌
ℏ

∼ ℏ
2𝑘F𝛼𝜏

·
2𝑘F𝛼[ 𝑓 𝛾𝛾𝒌 − 𝑓0(𝜖𝒌)]

ℏ
, ⇒

𝑓 +−𝒌
𝑓
𝛾𝛾
𝒌

− 𝑓0(𝜖𝒌)
∼ ℏ

2𝑘F𝛼𝜏
≪ 1. (C.29)

Similarly, from Eq. (C.26), it can be shown that in the weak-impurity limit, 𝑓 −+𝒌 /[ 𝑓 𝛾𝛾
𝒌

− 𝑓0(𝜖𝒌)] ≪
1 holds. Thus, in the weak-impurity limit, the off-diagonal components of the distribution
function in Eq. (C.22) are significantly smaller than the diagonal components. By neglecting
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these off-diagonal components, Eqs. (C.23) and (C.24) become the following:

𝜕 𝑓 ++𝒌
𝜕𝑡

≃
𝜋𝑢2𝑛imp

ℏ

∫
𝑑2𝒌′

(2𝜋)2

[
( 𝑓 ++𝒌′ − 𝑓 ++𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸+

𝒌 − 𝐸
+
𝒌′)

+ ( 𝑓 −−𝒌′ − 𝑓 ++𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸+
𝒌 − 𝐸

−
𝒌′)

]
, (C.30)

𝜕 𝑓 −−𝒌

𝜕𝑡
≃
𝜋𝑢2𝑛imp

ℏ

∫
𝑑2𝒌′

(2𝜋)2

[
( 𝑓 ++𝒌′ − 𝑓 −−𝒌 ) [1 − �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸−

𝒌 − 𝐸+
𝒌′)

+ ( 𝑓 −−𝒌′ − 𝑓 −−𝒌 ) [1 + �̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸−
𝒌 − 𝐸−

𝒌′)
]
. (C.31)

The collision terms on the right-hand side of Eqs. (C.30) and (C.31) are consistent with the
expression for the impurity collision term calculated using Fermi’s golden rule in Eq. (5.7).
Note that in the main text, 𝑓 𝛾𝛾

𝒌
is denoted by 𝑓 (𝒌, 𝛾). This justifies the use of Fermi’s golden

rule for calculating the collision term in the weak-impurity limit, as conducted in Sec. 5.1.2.
Furthermore, as discussed in Ref. [81], the off-diagonal components of the distribution function
are negligible compared to the diagonal components when the transition rate of the tunneling
Hamiltonian is sufficiently smaller than 2𝑘F𝛼. Thus, under this condition, we can calculate
the collision term due to interfacial interactions using Fermi’s golden rule, as conducted in
Sec. 5.1.3.





Appendix D

Comparison with Relaxation-Time Approx-
imation

In Sec. 5.2.5, comparison is made between the results for the charge current density induced
by the IREE obtained from the full solution of the Boltzmann equation and those from the
relaxation-time approximation in the case of 𝛼/𝛽 = 1. This appendix further examines the spin
and charge current densities induced by the IREE in the cases of the Rashba SOC (𝛼/𝛽 = ∞),
𝛼/𝛽 = 1.1, and 𝛼/𝛽 = 3, comparing the results derived from the full solution of the Boltzmann
equation with those from the relaxation-time approximation.

Figure D.1 presents the results for the spin and charge current densities in the case of the
Rashba SOC (𝛼/𝛽 = ∞). Both the spin and charge current densities exhibit similar qualitative
behavior in the results from the full solution of the Boltzmann equation and the relaxation-time
approximation. While the magnitude of the spin density differs between these two approaches,
as indicated by the color plot range, the difference is not large enough to affect the order of
magnitude.

Figure D.2 shows the results for 𝛼/𝛽 = 1.1. The spin density displays the same 𝜃 dependence
in both the full solution and relaxation-time approximation results. However, the charge current
density demonstrates qualitatively different behavior, with a sign reversal occurring for ℏ𝜔0 ≲

3𝑘F𝛽 (see Sec. 5.2.5). Additionally, as observed from the color plot range, the spin density in the
full solution is significantly larger than that in the relaxation-time approximation (see Fig. 5.7).

Finally, Fig. D.3 illustrates the results for 𝛼/𝛽 = 3. In this case, the spin and charge
current densities show nearly identical 𝜃 dependence in both the full solution and relaxation-
time approximation results. Similarly to the case of 𝛼/𝛽 = ∞, the magnitude of the spin density
differs between the two approaches, but not to the extent of changing the order of magnitude. On
the other hand, the 𝜃 dependence of the current density clearly differs between the full solution
and the relaxation-time approximation, as seen from the angles where the current vanishes (the
white regions).

In summary, for values of 𝛼/𝛽 that deviate from 1, the relaxation-time approximation yields
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Figure D.1: Spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) and charge current density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) induced by the
IREE for the Rashba SOC (𝛼/𝛽 = ∞), plotted as functions of the FMR frequency 𝜔0 and the
local spin orientation 𝜃 in the FI. Results from both the full solution of the Boltzmann equation
and the relaxation-time approximation are shown. Here, Γ = 0.1𝑘F𝛼.

qualitatively correct results. However, near 𝛼/𝛽 = 1, the results from the relaxation-time
approximation exhibit qualitatively different behavior compared to those from the full solution.
As discussed in Sec. 5.2.6, the spin conservation law holds for electrons on the Fermi surface
at 𝛼/𝛽 = 1, and the full solution corresponding to considering the vertex corrections in linear
response theory captures this spin conservation. In contrast, the relaxation-time approximation
does not account for spin conservation, leading to qualitative differences in behavior near
𝛼/𝛽 = 1, where spin conservation is preserved. While the vertex corrections do not change the
amplitude of the current density by the IREE so much, they change the 𝜃 dependence of the
current density when 𝛼 and 𝛽 are in the same order.
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Figure D.2: Spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) and charge current density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) for 𝛼/𝛽 = 1.1,
plotted as functions of 𝜔0 and 𝜃. Results from both the full solution and the relaxation-time
approximation are shown. Here, Γ = 0.1𝑘F𝛽.

Figure D.3: Spin density 𝒔 = (𝑠𝑥 , 𝑠𝑦) and charge current density 𝒋 = ( 𝑗𝑥 , 𝑗𝑦) for 𝛼/𝛽 = 3,
plotted as functions of 𝜔0 and 𝜃. Results from both the full solution and the relaxation-time
approximation are shown. Here, Γ = 0.1𝑘F𝛽.





Appendix E

Derivation of 𝐻int

In this appendix, we derive the interfacial exchange coupling Hamiltonian introduced in Eqs. (6.6)-
(6.10) and obtain the expressions for 𝑇 and T̄ , which appear in Eqs. (6.9) and (6.10).

First, by utilizing Eqs. (3.16), (3.17), and (3.18), we rewrite 𝐻FI in Eq. (3.13) in terms of
magnon creation and annihilation operators as follows:

𝐻FI =
∑
⟨𝑖, 𝑗⟩

𝐽𝑖 𝑗𝑺𝑖 · 𝑺 𝑗 − ℏ𝛾g
∑
𝑖

𝒉dc · 𝑺𝑖 (E.1)

= const. + 𝐽
∑
⟨𝑖, 𝑗⟩

𝑆0(−𝑏†𝑖 𝑏𝑖 − 𝑏
†
𝑗𝑏 𝑗 + 𝑏

†
𝑖 𝑏 𝑗 + 𝑏

†
𝑗𝑏𝑖) + ℏ𝛾gℎdc

∑
𝑖

𝑏†𝑖 𝑏𝑖, (E.2)

where the exchange coefficient 𝐽𝑖 𝑗 is approximated as a constant 𝐽. Accordingly, the Hamiltonian
can be rewritten as

𝐻FI =
∑
𝑖 𝑗

𝑏†𝑖 ( ℎ̂3D)𝑖 𝑗𝑏 𝑗 , (E.3)

( ℎ̂3D)𝑖 𝑗 =


−6𝐽𝑆0 + ℏ𝛾gℎdc, (if 𝑖 = 𝑗),
𝐽𝑆0, (if 𝑖 and 𝑗 are nearest neighbors),
0, (otherwise).

(E.4)

In the following, we solve the eigenvalue equation∑
𝑗

( ℎ̂3D)𝑖 𝑗𝜓𝒏 (𝑥, 𝑦, 𝑧) = 𝐸𝒏𝜓𝒏 (𝑥, 𝑦, 𝑧), (E.5)

under periodic boundary conditions in the 𝑥 and 𝑦 directions and a fixed boundary condition in
the 𝑧 direction, where (𝑥, 𝑦, 𝑧) (𝑥, 𝑦, 𝑧: integers) is a coordinate of the three-dimensional cubic
lattice. Assuming that the FI-2DEG interface is positioned at 𝑧 = 0, with the number of unit
cells along the 𝑥, 𝑦, and 𝑧 directions denoted by 𝑁𝑥 , 𝑁𝑦, and 𝑁𝑧, respectively, and the lattice
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constant of the FI given by 𝑎, we can express the boundary conditions as

𝜓(𝑥 + 𝑁𝑥𝑎, 𝑦, 𝑧) = 𝜓(𝑥, 𝑦 + 𝑁𝑦𝑎, 𝑧) = 𝜓(𝑥, 𝑦, 𝑧), 𝜓(𝑥, 𝑦, 0) = 𝜓(𝑥, 𝑦, (𝑁𝑧 + 1)𝑎) = 0. (E.6)

By solving Eq. (E.5) subject to the boundary conditions given in Eq. (E.6), we obtain the
eigenvalues and eigenfunctions of magnons as

𝐸𝒏 = 2|𝐽 |𝑆0(3 − cos 𝑘𝑥𝑎 − cos 𝑘𝑦𝑎 − cos 𝑘𝑧𝑎) + ℏ𝛾gℎdc, (E.7)

𝜓𝒏 (𝒓𝑖) =
1

√
𝑁𝑥
𝑒𝑖𝑘𝑥𝑥𝑖

1√
𝑁𝑦
𝑒𝑖𝑘𝑦𝑦𝑖

√
2

𝑁𝑧 + 1
sin(𝑘𝑧𝑧𝑖). (E.8)

Here, by introducing 𝒏 = (𝑛𝑥 , 𝑛𝑦, 𝑛𝑧), the magnon wavenumbers can be expressed as

𝑘𝑥 =
2𝜋𝑛𝑥
𝑁𝑥𝑎

(𝑛𝑥 is an integer), (E.9)

𝑘𝑦 =
2𝜋𝑛𝑦
𝑁𝑦𝑎

(𝑛𝑦 is an integer), (E.10)

𝑘𝑧 =
𝑛𝑧𝜋

(𝑁𝑧 + 1)𝑎 (𝑛𝑧 is a natural number). (E.11)

Next, we consider the form of the interfacial exchange coupling Hamiltonian at the FI-2DEG
interface, which can be expressed as

𝐻int =
∑
⟨𝑖, 𝑗⟩

2𝑇𝑖, 𝑗𝑺𝑖 · 𝒔 𝑗 = 𝐻int,d + 𝐻int,s, (E.12)

𝐻int,d ≡
√

2𝑆0
∑
⟨𝑖, 𝑗⟩

(𝑇𝑖, 𝑗𝑏†𝑖 𝑠
𝑥′+
𝑗 + 𝑇𝑖, 𝑗 𝑠𝑥

′−
𝑗 𝑏𝑖), (E.13)

𝐻int,s ≡
∑
⟨𝑖, 𝑗⟩

2𝑇𝑖, 𝑗𝑆0𝑠
𝑥′
𝑗 . (E.14)

Here, 𝑖 and 𝑗 label the bonds at the FI-2DEG interface, and 𝑇𝑖, 𝑗 is a real number representing
the coupling strength for each bond. Let 𝑹 𝑗 = (𝑥 𝑗 , 𝑦 𝑗 ) denote the in-plane coordinates of
the interfacial site and 𝑁b the total number of bonds at the FI-2DEG interface. Under these
definitions, we obtain the following equations:

𝑏 𝑗 =
∑
𝒏

𝜓𝒏 (𝑹 𝑗 , 𝑎)𝑏𝒏, (E.15)

𝑠𝑥
′−
𝑗 =

1
𝑁b

∑̄
𝒒

𝑒−𝑖�̄�·𝑹 𝑗 𝑠𝑥
′−
�̄� , 𝑠𝑥

′+
𝑗 = (𝑠𝑥′−𝑗 )† = 1

𝑁b

∑̄
𝒒

𝑒𝑖�̄�·𝑹 𝑗 𝑠𝑥
′+
�̄� , 𝑠𝑥

′
𝑗 =

1
𝑁b

∑̄
𝒒

𝑒𝑖�̄�·𝑹 𝑗 𝑠𝑥
′
�̄� ,

(E.16)
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where we assumed that the number of 2DEG unit cells matches the number of interfacial bonds.
By applying these transformations, we can rewrite Eqs. (E.13) and (E.14) as

𝐻int,d =
2
√
𝑆0√

𝑁FI𝑁b

∑
⟨𝑖, 𝑗⟩

∑
𝒌

∑̄
𝒒

sin(𝑘𝑧𝑎)
[
𝑇𝑖, 𝑗𝑒

𝑖(−𝒌 ∥ ·𝑹𝑖+�̄�·𝑹 𝑗 )𝑏†
𝒌
𝑠𝑥

′+
�̄� + 𝑇𝑖, 𝑗𝑒−𝑖(−𝒌 ∥ ·𝑹𝑖+�̄�·𝑹 𝑗 )𝑠𝑥

′−
�̄� 𝑏𝒌

]
,

(E.17)

𝐻int,s =
2𝑆0
𝑁b

∑
𝑗

∑̄
𝒒

𝑇𝑗𝑒
𝑖�̄�·𝑹 𝑗 𝑠𝑥

′
�̄� . (E.18)

Here, we used the approximation 1/
√
𝑁𝑧 + 1 ≃ 1/

√
𝑁𝑧 under the condition 𝑁𝑧 ≫ 1. The constant

𝑁FI = 𝑁𝑥𝑁𝑦𝑁𝑧 represents the total number of unit cells in the FI, 𝒌 ∥ = (𝑘𝑥 , 𝑘𝑦) denotes the
in-plane components of the magnon wavevector 𝒌 = (𝑘𝑥 , 𝑘𝑦, 𝑘𝑧), and �̄� = (𝑞𝑥 , 𝑞𝑦) corresponds
to the wavevector of the 2DEG electrons. Using Eqs. (E.17) and (E.18), we can express the
transition rate induced by interfacial interactions as Eq. (6.11):

𝑄𝒌,𝛾→𝒌′,𝛾′ =
∑
𝒒,𝒒′

∑
𝑁𝒒 ,𝑁

′
𝒒′

2𝜋
ℏ
|⟨𝒌′𝛾′|⟨𝑁′

𝒒′ |𝐻int,d |𝒌𝛾⟩|𝑁𝒒⟩|2𝛿(𝐸𝛾
′

𝒌′ + 𝑁
′
𝒒′ℏ𝜔𝒒′ − 𝐸𝛾𝒌 − 𝑁𝒒ℏ𝜔𝒒)𝜌(𝑁𝒒)

+ 2𝜋
ℏ
|⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩|2𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
). (E.19)

We evaluate the squared matrix elements appearing in this expression. In the following analysis,
we assume that the lattice constants of the FI and 2DEG are identical and that only the bonds
directly facing each other at the FI-2DEG interface contribute to the coupling. Defining 𝑇𝑗 ≡∑
𝑖 𝑇𝑖, 𝑗 , we adopt the following interfacial model for the FI-2DEG interface:

⟨𝑇𝑗 ⟩ave = 𝑇1, ⟨𝛿𝑇𝑗𝛿𝑇𝑗 ′⟩ave = 𝑇
2
2 𝛿 𝑗 , 𝑗 ′ , (E.20)

𝛿𝑇𝑗 ≡ 𝑇𝑗 − ⟨𝑇𝑗 ⟩ave. (E.21)

Here, ⟨· · · ⟩ave represents the configurational average over interfacial bonds, and 𝑇1 and 𝑇2 are
constants. Based on this interfacial model, we compute the configurationally averaged squared
matrix elements as follows:

⟨|⟨𝒌′𝛾′|⟨𝑁′
𝒒′ |𝐻int,d |𝒌𝛾⟩|𝑁𝒒⟩|2⟩ave

=
4𝑆0

𝑁FI𝑁
2
b

∑
𝒌1

∑̄
𝒒1

∑
𝒌2

∑̄
𝒒2

sin(𝑘1𝑧𝑎) sin(𝑘2𝑧𝑎)
[
𝑇2

1 𝑁
2
b𝛿𝒌2∥ ,�̄�2𝛿𝒌1∥ ,�̄�1 +

∑
𝑗1

𝑇2
2 𝑒

𝑖(−𝒌1∥+�̄�1+𝒌2∥−�̄�2)·𝑹 𝑗1

]
× ⟨𝒌′𝛾′|⟨𝑁′

𝒒′ |𝑏
†
𝒌1
𝑠𝑥

′+
�̄�1

|𝒌𝛾⟩|𝑁𝒒⟩⟨𝒌𝛾 |⟨𝑁𝒒 |𝑏𝒌2𝑠
𝑥′−
�̄�2

|𝒌′𝛾′⟩|𝑁′
𝒒′⟩ + h.c., (E.22)

⟨|⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩|2⟩ave

=
(2𝑆0
𝑁b

)2 ∑̄
𝒒1

∑̄
𝒒2

𝑁b

[
𝑇2

1 𝑁b𝛿�̄�2,0𝛿�̄�1,0 + 𝑇2
2 𝛿�̄�1,�̄�2

]
⟨𝒌′𝛾′|𝑠𝑥′�̄�1

|𝒌𝛾⟩⟨𝒌𝛾 | (𝑠𝑥′�̄�2
)† |𝒌′𝛾′⟩. (E.23)
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Here, h.c. denotes the Hermitian conjugate.

Next, we evaluate the squared matrix elements using the momentum representation of 𝐻int

provided in Eqs. (6.6)-(6.10):

𝐻int = 𝐻int,d + 𝐻int,s, (E.24)

𝐻int,d =
∑
𝒒

∑̄
𝒒

(𝑇𝒒,�̄�𝑆𝑥
′+
𝒒 𝑠𝑥

′−
�̄� + 𝑇∗

𝒒,�̄�𝑆
𝑥′−
𝒒 𝑠𝑥

′+
�̄� ), (E.25)

𝐻int,s =
∑̄
𝒒

T0,�̄�𝑆0𝑠
𝑥′
�̄� , (E.26)

dirty interface : 𝑇𝒒,�̄� = 𝑇 sin(𝑞𝑧𝑎), T0,�̄� = T̄ , (E.27)

clean interface : 𝑇𝒒,�̄� = 𝑇 sin(𝑞𝑧𝑎)𝛿𝒒 ∥ ,�̄�, T0,�̄� = T̄ 𝛿�̄�,0. (E.28)

First, using Eq. (E.27), the squared matrix elements for a dirty interface can be calculated as:

|⟨𝒌′𝛾′|⟨𝑁′
𝒒′ |𝐻int,d |𝒌𝛾⟩|𝑁𝒒⟩|2

=
∑
𝒌1

∑̄
𝒒1

∑
𝒌2

∑̄
𝒒2

[
𝑇2 sin(𝑘1𝑧𝑎) sin(𝑘2𝑧𝑎)⟨𝒌′𝛾′|⟨𝑁′

𝒒′ |𝑆𝑥
′−
𝒌1
𝑠𝑥

′+
�̄�1

|𝒌𝛾⟩|𝑁𝒒⟩⟨𝒌𝛾 |⟨𝑁𝒒 |𝑆𝑥
′+
𝒌2
𝑠𝑥

′−
�̄�2

|𝒌′𝛾′⟩|𝑁′
𝒒′⟩

]
+ h.c., (E.29)

|⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩|2 =
∑̄
𝒒1

∑̄
𝒒2

T̄ 2𝑆2
0⟨𝒌′𝛾′|𝑠𝑥

′
�̄�1
|𝒌𝛾⟩⟨𝒌𝛾 | (𝑠𝑥′�̄�2

)† |𝒌′𝛾′⟩. (E.30)

Next, using Eq. (E.28), we obtain the squared matrix elements for a clean interface as

|⟨𝒌′𝛾′|⟨𝑁′
𝒒′ |𝐻int,d |𝒌𝛾⟩|𝑁𝒒⟩|2

=
∑
𝒌1

∑̄
𝒒1

∑
𝒌2

∑̄
𝒒2

𝑇2 sin(𝑘1𝑧𝑎) sin(𝑘2𝑧𝑎)𝛿𝒌1∥ ,�̄�1𝛿𝒌2∥ ,�̄�2

×
[
⟨𝒌′𝛾′|⟨𝑁′

𝒒′ |𝑆𝑥
′−
𝒌1
𝑠𝑥

′+
�̄�1

|𝒌𝛾⟩|𝑁𝒒⟩⟨𝒌𝛾 |⟨𝑁𝒒 |𝑆𝑥
′+
𝒌2
𝑠𝑥

′−
�̄�2

|𝒌′𝛾′⟩|𝑁′
𝒒′⟩

]
+ h.c., (E.31)

|⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩|2 =
∑̄
𝒒1

∑̄
𝒒2

T̄ 2𝛿�̄�1,0𝛿�̄�2,0𝑆
2
0⟨𝒌′𝛾′|𝑠𝑥

′
�̄�1
|𝒌𝛾⟩⟨𝒌𝛾 | (𝑠𝑥′�̄�2

)† |𝒌′𝛾′⟩. (E.32)

For a dirty interface with 𝑇1 ≪ 𝑇2, by comparing Eqs. (E.22) and (E.23) with Eqs. (E.29)
and (E.30), the coefficients 𝑇 and T̄ can be expressed as

𝑇2 =
2𝑇2

2
𝑁FI𝑁b

, T̄ 2 =
4𝑇2

2
𝑁b

. (E.33)

For a clean interface with 𝑇1 ≫ 𝑇2, comparing Eqs. (E.22) and (E.23) with Eqs. (E.31) and
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(E.32), we obtain the following relationships:

𝑇2 =
2𝑇2

1
𝑁FI

, T̄ 2 = 4𝑇2
1 . (E.34)

From the above equations, we find that T̄ 2 is larger than 𝑇2 by an order of 𝑁FI.





Appendix F

Detailed Calculations of REMR

This appendix presents the detailed calculations related to Chap. 6. Sections F.1 and F.2 provide
detailed calculations for the dirty and clean interfaces, respectively, along with plots illustrating
the shift in chemical potential.

F.1 Detailed Calculations for the Dirty Interface

This section presents the detailed calculations in the case of a dirty interface as discussed in
Sec. 6.1.3. The interfacial interaction Hamiltonian𝐻int for the dirty interface given by Eqs. (3.27)
and (3.28) is expressed as 𝐻int = 𝐻int,d +𝐻int,s. Here, 𝐻int,d represents the dynamic contribution
associated with magnon absorption and emission, while 𝐻int,s describes the static contribution
that characterizes the exchange bias at the FI-2DEG interface. We can write the matrix elements
for these contributions as follows:

⟨𝒌′𝜎′|𝐻int,d |𝒌𝜎⟩ =
√

2𝑆0𝑇

2
(�̂�𝑥′−)𝜎′𝜎

∑
𝒒

sin(𝑞𝑧𝑎)𝑏𝒒

+
√

2𝑆0𝑇
∗

2
(�̂�𝑥′+)𝜎′𝜎

∑
𝒒

sin(𝑞𝑧𝑎)𝑏†𝒒, (F.1)

⟨𝒌′𝜎′|𝐻int,s |𝒌𝜎⟩ =
𝑆0T̄

2
(�̂�𝑥′)𝜎′𝜎 . (F.2)

Here, 𝜎, 𝜎′ =↑, ↓, and 𝑏†𝒒 and 𝑏𝒒 denote the magnon creation and annihilation operators,
respectively. Through a basis transformation, it is found that the matrix elements for the energy

137
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eigenstate |𝒌𝛾⟩ in Eq. (3.8) are given by the following:

⟨𝒌′𝛾′|𝐻int,d |𝒌𝛾⟩ =
√

2𝑆0𝑇

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′)(�̂�𝑥

′−)𝜎′𝜎𝐶𝜎𝛾 (𝒌)
∑
𝒒

sin(𝑞𝑧𝑎)𝑏𝒒

+
√

2𝑆0𝑇
∗

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′) (�̂�𝑥

′+)𝜎′𝜎𝐶𝜎𝛾 (𝒌)
∑
𝒒

sin(𝑞𝑧𝑎)𝑏†𝒒, (F.3)

⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩ =
𝑆0T̄

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′) (�̂�𝑥

′)𝜎′𝜎𝐶𝜎𝛾 (𝒌). (F.4)

Substituting these matrix elements into the collision term due to interfacial scattering given by
Eqs. (6.5) and (6.11) yields the following expression:

𝜕 𝑓 (𝒌, 𝛾)
𝜕𝑡

����
int

= −𝜋𝑆0 |𝑇 |2
ℏ

∑
𝒌′,𝛾′

∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎)

×
(
[1 − 𝛾 �̂�eff (𝜑) · �̂�] [1 + 𝛾′�̂�eff (𝜑′) · �̂�]𝐴(𝒌, 𝛾, 𝒌′, 𝛾′)𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
− ℏ𝜔𝒒)

− [1 + 𝛾 �̂�eff (𝜑) · �̂�] [1 − 𝛾′�̂�eff (𝜑′) · �̂�]𝐴(𝒌′, 𝛾′, 𝒌, 𝛾)𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
+ ℏ𝜔𝒒)

)
−
𝜋𝑆2

0 |T̄ |2

4ℏ

∑
𝒌′,𝛾′

(
1 + 2𝛾𝛾′[ �̂�eff (𝜑) · �̂�] [ �̂�eff (𝜑′) · �̂�] − 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)

)
× 𝐴(𝒌, 𝛾, 𝒌′, 𝛾′)𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
). (F.5)

Here, �̂� = (cos 𝜃, sin 𝜃)𝑇 is a unit vector representing the direction of the localized spins in the
FI and 𝑁FI denotes the number of unit cells in the FI. Additionally,

𝐴(𝒌, 𝛾, 𝒌′, 𝛾′) = β 𝑓0(𝒌, 𝛾) [1 − 𝑓0(𝒌′, 𝛾′)] [𝛿𝜇(𝒌, 𝛾) − 𝛿𝜇(𝒌′, 𝛾′)], (F.6)

where 𝛿𝜇(𝒌, 𝛾) represents the shift in chemical potential. In the following, assuming that ℏ𝜔𝒒

is small, we approximate 𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
± ℏ𝜔𝒒) by 𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
). Assuming that the interfacial

scattering is sufficiently weak and applying the perturbative relation in Eq. (6.29), we obtain the
following integral equation for 𝑓D(𝒌, 𝛾)

𝑓D(𝒌, 𝛾) = GD(𝒌, 𝛾, 𝜃)

+ ℏ2

2𝑚∗

∫ 2𝜋

0

𝑑𝜑′

2𝜋

∑
𝛾′=±

∫ ∞

0
𝑑𝑘′ |𝒌′| [1 + 𝛾𝛾′�̂�eff (𝜑) · �̂�eff (𝜑′)]𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
) 𝑓D(𝒌′, 𝛾′),

(F.7)
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where GD(𝒌, 𝛾, 𝜃) is defined as

GD(𝒌, 𝛾, 𝜃)

=
𝜋𝐷 (𝜖F)𝑆0ℏ2𝑒𝐸𝑥A

2Γ2𝑚∗
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

∫ 2𝜋

0

𝑑𝜑′

2𝜋

×
[
8|𝑇 |2

∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎)
{
|𝒌 | cos 𝜑 − 𝛾 [ �̂�eff (𝜑) · �̂�(𝜃)] [ �̂�eff (𝜑′) · �̂�(𝜃)] 2𝑚∗𝜅(𝜑′)

ℏ2 cos 𝜑′
}

+ 𝑆0 |T̄ |2
{
|𝒌 | cos 𝜑

+ 𝛾
(
2[ �̂�eff (𝜑) · �̂�(𝜃)] [ �̂�eff (𝜑′) · �̂�(𝜃)] − �̂�eff (𝜑) · �̂�eff (𝜑′)

) 2𝑚∗𝜅(𝜑′)
ℏ2 cos 𝜑′

}]
, (F.8)

where 𝜅(𝜑) =
√
𝛼2 + 𝛽2 + 2𝛼𝛽 sin 2𝜑. By successively substituting 𝑓D(𝒌, 𝛾) into the right-hand

side of Eq. (F.7), we obtain the following solution to Eq. (F.7):

𝑓D(𝒌, 𝛾) = GD(𝒌, 𝛾, 𝜃) +
ℏ2

2𝑚∗

∫ 2𝜋

0

𝑑𝜑′′

2𝜋

∑
𝛾′′
𝛾𝛾′′

∫ ∞

0
𝑑𝑘′′ |𝒌′′| 𝛿(𝐸𝛾

′′

𝒌′′ − 𝐸
𝛾
𝒌
)

× �̂�𝑇eff (𝜑)
(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

�̂�eff (𝜑′′)GD(𝒌′′, 𝛾′′, 𝜃). (F.9)

By performing the radial integration over the wavenumber in Eq. (F.9) and retaining only the
terms dependent on 𝜃, we obtain the following expression:

𝑓D(𝒌, 𝛾) = 𝛾
𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

�̂�eff (𝜑) · 𝑽 (𝜃), (F.10)

𝑽 (𝜃) = 𝜋𝐷 (𝜖F)𝑆0𝑒𝐸𝑥A
Γ2

[
−8|𝑇 |2

∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎) + 2𝑆0 |T̄ |2
]

×
∫ 2𝜋

0

𝑑𝜑′′

2𝜋
[ �̂�eff (𝜑′′) · �̂�]𝜅(𝜑′′) cos 𝜑′′

(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

�̂�.

(F.11)

Then, using 𝜂 defined in Eq. (5.25), we can write the matrix appearing in the above expression
as

�̂� ≡
(
1̂ −

∫ 2𝜋

0

𝑑𝜑′

2𝜋
�̂�eff (𝜑′) · �̂�𝑇eff (𝜑

′)
)−1

=
2

1 − 𝜂2

(
1 −𝜂
−𝜂 1

)
, (F.12)

and obtain the analytical solution expressed in Eqs. (6.30)-(6.32).

To elucidate the modulation of the distribution function, Fig. F.1 presents the chemical
potential shift 𝛿𝜇D(𝜑, 𝛾 = +) plotted as a function of the wavevector orientation 𝜑. In these plots,
terms proportional to |𝑇 |2 have been omitted as in Eq. (6.50) and the following normalization
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constant has been applied:

𝜇𝑥,D = −
2𝜋𝐷 (𝜖F)𝑆2

0𝑒𝐸𝑥A|T̄ |2𝑥
Γ2 , (𝑥 = 𝛼, 𝛽). (F.13)

These plots are consistent with the schematic diagrams of the distribution function modulation
shown in Figs. 6.2 and 6.3.

From Eq. (6.12), the spin density induced in the 2DEG by the REMR at the dirty interface
can be expressed using 𝑓D(𝒌, 𝛾) as follows:

Δ𝒔D =
ℏ

2A
∑
𝒌,𝛾

⟨𝒌𝛾 |�̂� |𝒌𝛾⟩ 𝑓D(𝒌, 𝛾). (F.14)

Substituting the analytical solution of 𝑓D(𝒌, 𝛾) into this expression and using Eq. (5.8) to replace
the sum over wavevectors with an integral yields the following expression for the spin density:

Δ𝒔D =
𝑘F

2𝜋𝑣F

∫ 2𝜋

0

𝑑𝜑

2𝜋
�̂�eff (𝜑) [ �̂�eff (𝜑) · 𝑽 (𝜃)]

=
𝑘F𝐷 (𝜖F)𝑆0𝑒𝐸𝑥A

2𝑣FΓ2

[
−4|𝑇 |2

∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎) + 𝑆0 |T̄ |2
]

× 𝛼 sin 𝜃 − 𝛽 cos 𝜃
1 − 𝜂2

(
cos 𝜃 sin 𝜃
sin 𝜃 cos 𝜃

) (
1 + 𝜂2

−2𝜂

)
, (F.15)

In this calculation, we used the following approximation:

𝜕 𝑓0(𝐸𝛾𝒌 )
𝜕𝐸

𝛾
𝒌

≃ −𝛿(𝐸𝛾
𝒌
− 𝜇). (F.16)

Thus, we obtain Eq. (6.35).

Next, by performing a similar calculation using Eq. (6.13), we obtain the following expression
for the charge current density induced in the 2DEG by the REMR:

Δ 𝒋D =
𝑒

A
∑
𝛾=±

∑
𝒌

𝒗(𝒌, 𝛾) 𝑓D(𝒌, 𝛾)

=
𝑒𝑘F

𝜋ℏ2𝑣F

∫ 2𝜋

0

𝑑𝜑

2𝜋
�̂�eff (𝜑) · 𝑽 (𝜃)

𝜅(𝜑)

(
(𝛼2 + 𝛽2) cos 𝜑 + 2𝛼𝛽 sin 3𝜑
(𝛼2 + 𝛽2) sin 𝜑 − 2𝛼𝛽 cos 3𝜑

)
. (F.17)

Substituting Eq. (F.11) into Eq. (F.17) yields the following expression:

Δ 𝒋D =
𝑒2𝑘F𝐷 (𝜖F)𝑆0𝐸𝑥A

ℏ2𝑣FΓ2

[
−4|𝑇 |2

∑
𝒒

⟨𝑁𝒒⟩sin2(𝑞𝑧𝑎) + 𝑆0 |T̄ |2
] ( (𝛼 sin 𝜃 − 𝛽 cos 𝜃)2

−(𝛼2 + 𝛽2) cos 𝜃 sin 𝜃 + 𝛼𝛽

)
.

(F.18)
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Figure F.1: Left Panels: The chemical potential shift 𝛿𝜇D(𝜑, +)−𝛿𝜇D(𝜑0, +) for a dirty interface,
plotted as a function of the electron wavevector orientation 𝜑, is shown for 𝛽/𝛼 = 0 (top plot)
and 𝛼/𝛽 = 1.1 (bottom plot). For 𝛽/𝛼 = 0 (𝛼/𝛽 = 1.1), the reference point for the chemical
potential shift is taken at 𝜑0 = 𝜋/2, 3𝜋/2 (𝜑0 = 3𝜋/4, 7𝜋/4). Note that 𝛾 = + indicates the inner
Fermi surface. Right Panels: Schematic diagrams of the distribution function deviation for 𝛽 = 0
(upper diagrams) and 𝛼/𝛽 = 1.1 (lower diagrams). The orange (blue) regions indicate areas
where the distribution function increases (decreases) relative to the reference point. Adapted
from Ref. [50].

By excluding the term that does not depend on 𝜃, we obtain Eq. (6.36).

F.2 Detailed Calculations for the Clean Interface

This section provides the detailed calculations for the clean interface discussed in Sec. 6.1.4.
The interfacial interaction Hamiltonian 𝐻int for the clean interface, described by Eqs. (3.27) and
(3.29), is divided into dynamic and static contributions expressed as 𝐻int = 𝐻int,d + 𝐻int,s. We
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can write the matrix elements for these contributions as follows:

⟨𝒌′𝜎′|𝐻int,d |𝒌𝜎⟩ =
√

2𝑆0𝑇

2
(�̂�𝑥′−)𝜎′𝜎

∑
𝒒

𝑏𝒒sin(𝑞𝑧𝑎)𝛿𝒒 ∥ ,𝒌′−𝒌

+
√

2𝑆0𝑇
∗

2
(�̂�𝑥′+)𝜎′𝜎

∑
𝒒

𝑏†𝒒sin(𝑞𝑧𝑎)𝛿𝒒 ∥ ,𝒌−𝒌′ , (F.19)

⟨𝒌′𝜎′|𝐻int,s |𝒌𝜎⟩ =
𝑆0T̄

2
(�̂�𝑥′)𝜎′𝜎𝛿𝒌,𝒌′ . (F.20)

Through a basis transformation, we can write the matrix elements in the basis of the energy
eigenstates |𝒌𝛾⟩ as follows:

⟨𝒌′𝛾′|𝐻int,d |𝒌𝛾⟩ =
√

2𝑆0𝑇

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′)(�̂�𝑥

′−)𝜎′𝜎𝐶𝜎𝛾 (𝒌)
∑
𝒒

𝑏𝒒sin(𝑞𝑧𝑎)𝛿𝒒 ∥ ,𝒌′−𝒌

+
√

2𝑆0𝑇
∗

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′) (�̂�𝑥

′+)𝜎′𝜎𝐶𝜎𝛾 (𝒌)
∑
𝒒
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⟨𝒌′𝛾′|𝐻int,s |𝒌𝛾⟩ =
𝑆0T̄

2

∑
𝜎,𝜎′

𝐶∗
𝜎′𝛾′ (𝒌′)(�̂�𝑥

′)𝜎′𝜎𝐶𝜎𝛾 (𝒌)𝛿𝒌,𝒌′ . (F.22)

Here, compared to the case of the dirty interface, it can be seen that in the case of the clean
interface, the in-plane momentum conservation introduces a Kronecker delta.

The subsequent calculation is nearly identical to that of the dirty interface, except for the fact
that the in-plane momentum conservation law holds. From the Boltzmann equation, we obtain
the following integral equation for the distribution function 𝑓C(𝒌, 𝛾):

𝑓C(𝒌, 𝛾) = GC(𝒌, 𝛾, 𝜃)

+ ℏ2

2𝑚∗

∫ 2𝜋

0
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∑
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𝒌′ − 𝐸
𝛾
𝒌
) 𝑓C(𝒌′, 𝛾′),

(F.23)

GC(𝒌, 𝛾, 𝜃) ≃
4ℏ2𝜋𝐷 (𝜖F)𝑆0 |𝑇 |2A𝑒𝐸𝑥
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Here, 𝑁 (𝜑, 𝑞𝑧) denotes the magnon Bose distribution given by Eq. (6.48). Assuming that the
magnon energy ℏ𝜔𝒒 = ℏ𝜔𝒒 ∥ ,𝑞𝑧 is sufficiently small compared to the spin-splitting width of the
energy band for 2DEG conduction electrons, we employed the approximation 𝛿(𝐸𝛾

′

𝒌′ − 𝐸
𝛾
𝒌
±

ℏ𝜔±(𝒌−𝒌′),𝑞𝑧 ) ≃ 𝛿(𝐸𝛾
′

𝒌′ − 𝐸
𝛾
𝒌
). Solving Eq. (F.23) through successive substitution yields the

following solution for Eq. (F.23):
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(F.26)

For the clean interface, the modulation of the spin density and charge current density induced in
the 2DEG by the REMR can be expressed using the distribution function 𝑓C(𝒌, 𝛾) as follows:

Δ𝒔C(𝜃) =
ℏ

4𝜋

∑
𝛾

∫ ∞

0
𝑑𝑘 |𝒌 |

∫ 2𝜋

0
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2𝜋
⟨𝒌𝛾 |�̂� |𝒌𝛾⟩ 𝑓C(𝒌, 𝛾), (F.27)

Δ 𝒋C(𝜃) =
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𝛾
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0
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0
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𝒗(𝒌, 𝛾) 𝑓C(𝒌, 𝛾). (F.28)

Substituting the solution given by Eq. (F.26) into Eqs. (F.27) and (F.28) and applying Eq. (F.16)
yields the results Eqs. (6.40)-(6.45) in the main text.

Using Eqs. (F.26) and (6.38), we obtain an analytical solution for the chemical potential shift
at the Fermi surface, 𝛿𝜇C(𝜑, 𝛾) ≡ 𝛿𝜇C(𝒌, 𝛾) |𝐸𝛾

𝒌
=𝜇:

𝛿𝜇C(𝜑, 𝛾) = −4𝜋𝐷 (𝜖F)𝑆0 |𝑇 |2A𝑒𝐸𝑥𝛾
Γ2 J (𝜑). (F.29)

Here, J (𝜑) is as introduced in Eq. (6.42). Note that in Eq. (F.29), terms independent of 𝛾 and
𝜃 have been omitted. In Fig. F.2, we plot 𝛿𝜇C(𝜑, 𝛾 = +) from Eq. (F.29) as a function of 𝜑. The
normalization constant used for these plots is as follows:

𝜇𝑥,C = −4𝑘F𝐿𝐷 (𝜖F)𝑆0𝑒𝐸𝑥A|𝑇 |2𝑥
Γ2 , (𝑥 = 𝛼, 𝛽). (F.30)

These plots are consistent with the schematic diagrams illustrating the modulation of the distri-
bution function shown in Figs. 6.4 and 6.5.
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Figure F.2: Left Panels: The chemical potential shift 𝛿𝜇C(𝜑, +)−𝛿𝜇C(𝜑0, +) for a clean interface,
plotted as a function of the electron wavevector orientation 𝜑, is shown for 𝛽/𝛼 = 0 (top plot)
and 𝛼/𝛽 = 1.1 (bottom plot). For 𝛽/𝛼 = 0 (𝛼/𝛽 = 1.1), the reference point for the chemical
potential shift is taken at 𝜑0 = 0, 𝜋 (𝜑0 = 𝜋/4, 5𝜋/4). Note that 𝛾 = + indicates the inner Fermi
surface. The parameters are set to 𝑘B𝑇/ℏ𝜔0 = 3, |𝛾g |ℎdc/𝜔0 = 0.1, and 𝑘F𝑎 = 0.1. Right
Panels: Schematic diagrams of the distribution function deviation for 𝛽 = 0 (upper diagrams)
and 𝛼/𝛽 = 1.1 (lower diagrams). The orange (blue) regions indicate areas where the distribution
function increases (decreases) relative to the reference point.



Bibliography

[1] S. Bhatti, R. Sbiaa, A. Hirohata, H. Ohno, S. Fukami, and S. Piramanayagam, “Spintronics
based random access memory: a review,” Mater. Today 20, 530 (2017).

[2] A. Fert, “Nobel Lecture: Origin, development, and future of spintronics,” Rev. Mod.
Phys. 80, 1517 (2008).

[3] M. N. Baibich, J. M. Broto, A. Fert, F. N. Van Dau, F. Petroff, P. Etienne, G. Creuzet,
A. Friederich, and J. Chazelas, “Giant Magnetoresistance of (001)Fe/(001)Cr Magnetic
Superlattices,” Phys. Rev. Lett. 61, 2472 (1988).

[4] G. Binasch, P. Grünberg, F. Saurenbach, and W. Zinn, “Enhanced magnetoresistance in
layered magnetic structures with antiferromagnetic interlayer exchange,” Phys. Rev. B 39,
4828(R) (1989).

[5] B. Dieny, V. S. Speriosu, S. S. P. Parkin, B. A. Gurney, D. R. Wilhoit, and D. Mauri,
“Giant magnetoresistive in soft ferromagnetic multilayers,” Phys. Rev. B 43, 1297(R)
(1991).

[6] J. S. Moodera, L. R. Kinder, T. M. Wong, and R. Meservey, “Large Magnetoresistance at
Room Temperature in Ferromagnetic Thin Film Tunnel Junctions,” Phys. Rev. Lett. 74,
3273 (1995).

[7] T. Miyazaki and N. Tezuka, “Giant magnetic tunneling effect in Fe/Al2O3/Fe junction,”
J. Magn. Magn. Mater. 139, L231 (1995).

[8] S. Yuasa, T. Nagahama, A. Fukushima, Y. Suzuki, and K. Ando, “Giant room-temperature
magnetoresistance in single-crystal Fe/MgO/Fe magnetic tunnel junctions,” Nat. Mater. 3,
868 (2004).

[9] S. S. Parkin, C. Kaiser, A. Panchula, P. M. Rice, B. Hughes, M. Samant, and S.-H.
Yang, “Giant tunnelling magnetoresistance at room temperature with MgO (100) tunnel
barriers,” Nat. Mater. 3, 862 (2004).

[10] L. Liu, C.-F. Pai, Y. Li, H. Tseng, D. Ralph, and R. Buhrman, “Spin-Torque Switching
with the Giant Spin Hall Effect of Tantalum,” Science 336, 555 (2012).

145



146 BIBLIOGRAPHY

[11] I. M. Miron, K. Garello, G. Gaudin, P.-J. Zermatten, M. V. Costache, S. Auffret,
S. Bandiera, B. Rodmacq, A. Schuhl, and P. Gambardella, “Perpendicular switching of a
single ferromagnetic layer induced by in-plane current injection,” Nature (London) 476,
189 (2011).

[12] P. Gambardella and I. M. Miron, “Current-induced spin–orbit torques,” Philos. Trans. R.
Soc. London A 369, 3175 (2011).
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mann, S. Cotofana, A. Naeemi, V. I. Vasyuchka, B. Hillebrands, S. A. Nikitov, H. Yu,
D. Grundler, A. V. Sadovnikov, A. A. Grachev, S. E. Sheshukova, J.-Y. Duquesne,
M. Marangolo, G. Csaba, W. Porod, V. E. Demidov, S. Urazhdin, S. O. Demokritov,
E. Albisetti, D. Petti, R. Bertacco, H. Schultheiss, V. V. Kruglyak, V. D. Poimanov, S. Sa-
hoo, J. Sinha, H. Yang, M. Münzenberg, T. Moriyama, S. Mizukami, P. Landeros, R. A.
Gallardo, G. Carlotti, J.-V. Kim, R. L. Stamps, R. E. Camley, B. Rana, Y. Otani, W. Yu,
T. Yu, G. E. W. Bauer, C. Back, G. S. Uhrig, O. V. Dobrovolskiy, B. Budinska, H. Qin,
S. van Dijken, A. V. Chumak, A. Khitun, D. E. Nikonov, I. A. Young, B. W. Zingsem, and
M. Winklhofer, “The 2021 Magnonics Roadmap,” J. Phys.: Condens. Matter 33, 413001
(2021).

[160] D. L. Rode and S. Knight, “Electron Transport in GaAs,” Phys. Rev. B 3, 2534 (1971).

[161] D. L. Rode, “Low-Field Electron Transport,” edited by R. K. Willardson and A. C. Beer,
Academic Press, New York (1975).

[162] M. Levinshtein, S. Rumyantsev, and M. Shur, “Handbook Series on Semiconductor
Parameters,” Vol. 1, World Scientific, London (1996).

[163] A. Kindyak, A. Boardman, and V. Kindyak, “Surface magnetostatic spin wave envelope
solitons in ferrite semiconductor structure,” J. Magn. Magn. Mater. 253, 8 (2002).

[164] J. Nogués and I. K. Schuller, “Exchange bias,” J. Magn. Magn. Mater. 192, 203 (1999).



BIBLIOGRAPHY 159

[165] O. Rousseau, C. Gorini, F. Ibrahim, J.-Y. Chauleau, A. Solignac, A. Hallal, S. Tölle,
M. Chshiev, and M. Viret, “Spin-charge conversion in ferromagnetic Rashba states,”
Phys. Rev. B 104, 134438 (2021).
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